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AgendaAgenda

TeraTera--scale Computingscale Computing
–– MotivationMotivation

–– Platform VisionPlatform Vision

TeraTera--scale Computing Research Agendascale Computing Research Agenda

Teraflops Research ProcessorTeraflops Research Processor
–– Key IngredientsKey Ingredients

–– Power ManagementPower Management

–– PerformancePerformance

–– ProgrammingProgramming

–– Key Key LearningsLearnings

Work in progressWork in progress

SummarySummary
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UnderUnder--clockedclocked
((--20%)20%)

0.51x0.51x

0.87x0.87x
1.00x1.00x

Relative singleRelative single--core frequency and core frequency and VccVcc

OverOver--clockedclocked
(+20%)(+20%)

1.73x1.73x

1.13x1.13x

Max FrequencyMax Frequency

PowerPower

PerformancePerformance

1.02x1.02x

1.73x1.73x
DualDual--CoreCore

MultiMulti--core for core for 
EnergyEnergy--Efficient PerformanceEfficient Performance
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Many Cores for TeraMany Cores for Tera--scale scale 
PerformancePerformance

PentiumPentium®® processor era processor era 
chipschips

optimized for rawoptimized for raw
speed on single threads speed on single threads 

TodayToday’’s chips use cores s chips use cores 
which balance single which balance single 
threaded and multithreaded and multi--

threaded performance threaded performance 

CoreCore CoreCore

Future: 10sFuture: 10s--100s of 100s of 
energy efficient, IA energy efficient, IA 
cores optimized forcores optimized for

multithreadingmultithreading

Optimized for speedOptimized for speed Optimized for performance/wattOptimized for performance/watt

PentiumPentium®®
processorprocessor

CacheCache CacheCache

SharedShared
CacheCache

LocalLocal
CacheCache

StreamlinedStreamlined
IA CoreIA Core
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Learning and Travel
• Surround yourself with sights and sounds of far-away places
• Practice new languages and customs

Telepresence & Collaboration
• As if you are in the same place with family and 
friends—without the travel
• Appointments with doctors, teachers, leaders
• Develop and perform art with those far away

Entertainment
• Watch yourself star in a movie or game
• Hold and interact with objects in the virtual world
• Control with speech and gesture
• Immersive: 3D, interactive

Personal Media Creation and Management
• Search for and edit photos and videos based on 
image; no tagging
• Easily create videos with animation

Health
• Virtual health worker monitors and assists elders/patients living alone
• Real-time realistic 3D visualization of body systems
• Effects of changes in diet, exercise and disease on body

•• Source: electronic visualization lab University of IllinoisSource: electronic visualization lab University of Illinois

TeraTera--scale Application Areasscale Application Areas

Source; 
http://vhp.med.umich.edu/Sur
gical-Simulation.jpg

Source: Steven K. Feiner, Columbia 
University
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A TeraA Tera--scale Platform Visionscale Platform Vision

Scalable On-die Interconnect FabricScalable On-die Interconnect Fabric

Special
Purpose
Engines

Integrated IO
devices

Integrated
Memory

Controllers

High Bandwidth
Memory

Off Die 
interconnect

IO
Socket
Inter-

Connect

Cache Cache Cache

Last Level
Cache

Last Level
Cache

Last Level
Cache
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TeraTera--scale Computing Researchscale Computing Research

Cores Cores –– power efficient general & special functionpower efficient general & special function

OnOn--Die Interconnect Die Interconnect –– High bandwidth, low latencyHigh bandwidth, low latency

Memory Hierarchy Memory Hierarchy –– Feed the compute engineFeed the compute engine

System Software System Software –– Scalable servicesScalable services

Programming Programming –– Empower the mainstreamEmpower the mainstream

Applications Applications –– Identify, characterize & optimizeIdentify, characterize & optimize
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Emerging Application ResearchEmerging Application Research

–– IdentifyIdentify

–– Characterize Characterize 

–– OptimizeOptimize

–– Differentiate HWDifferentiate HW

–– DisseminateDisseminate

Workloads

Programming environments

Execution environments

Platform firmware

I/O, network, storage

On-die fabric

Cache memory

Cores

Workload 
requirements 
drive design 

decisions 

Workloads 
used to 
validate 
designs 

Architectural Features
Source code, analysis,

Traces, etc
output

Parallelize
Profile

Convergence
analysis

Prototype/Acquire
ID Key Workloads

input

Marketing
Fellow 

Travelers
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Courtesy of Prof. Ron 
Fetkiw

Stanford University

2 Webcam Video Surveillance Beetle Scene 1M pixel

CFD, 150x100x100, 30 fps
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4 Camera Body Tracking Bar Scene, 1M pixel

CFD, 75x50x50, 10 fps ALM, 6 assets, 
7 branches, 1 min

ALM, 6 assets, 
10 branches, 1 sec

Emerging Applications will demand Emerging Applications will demand 
TeraTera--scale performancescale performance

Computer Vision Ray-Tracing

Financial AnalyticsPhysical Simulation



10

FIMIFIMIPDEPDE NLPNLP

Level SetLevel Set

Computer 
Vision

Physical 
Simulation

(Financial) 
Analytics Data Mining

ParticleParticle
FilteringFiltering

SVMSVM
ClassificationClassification

SVMSVM
TrainingTraining

IPMIPM
(LP, QP)(LP, QP)

Fast MarchingFast Marching
MethodMethod

KK--MeansMeans

TextText
IndexerIndexerMonte CarloMonte Carlo

BodyBody
TrackingTracking

FaceFace
DetectionDetection CFDCFD Face,Face,

ClothCloth
RigidRigid
BodyBody

PortfolioPortfolio
MgmtMgmt

OptionOption
PricingPricing

Cluster/Cluster/
ClassifyClassify

TextText
IndexIndex

Basic matrix primitivesBasic matrix primitives
(dense/sparse, structured/unstructured)(dense/sparse, structured/unstructured)

Basic Iterative SolverBasic Iterative Solver
(Jacobi, GS, SOR)(Jacobi, GS, SOR)

Direct SolverDirect Solver
(Cholesky)(Cholesky)

KrylovKrylov Iterative SolversIterative Solvers
(PCG)(PCG)

Rendering

Global Global 
IlluminationIllumination

CollisionCollision
detectiondetection LCPLCP

MediaMedia
SynthSynth

MachineMachine
learninglearning

Filter/Filter/
transformtransform

Basic geometry primitives Basic geometry primitives 
(partitioning structures, primitive tests)(partitioning structures, primitive tests)

NonNon--ConvexConvex
MethodMethod
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Application Acceleration:Application Acceleration:
HW Task QueuesHW Task Queues

88% benefit optimized S/W 98% benefit over optimized S/W

Loop Level Parallelism Task Level Parallelism

GTUC1

$1
C2

C7

Cn
$m

$5

Core

L1 $ LTU

Global Task Unit (GTU)
Caches the task pool
Uses distributed task stealing

Local Task Unit (LTU)
Prefetches and buffers tasks

GTU

Carbon: Architectural Support for Fine-Grained Parallelism on Chip Multiprocessors.
Sanjeev Kumar Christopher J. Hughes Anthony Nguyen,  ISCA’07, June 9–13, 2007, San Diego, California, USA.

Task Queues
• scale effectively to many cores
• deal with asymmetry
• supports task & loop parallelism
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Programming EnvironmentProgramming Environment
ResearchResearch

•• Languages & programming abstractionsLanguages & programming abstractions
–– Transactional MemoryTransactional Memory
–– Data parallel operations Data parallel operations 
–– Lightweight tasksLightweight tasks
–– FineFine--grain synchronizationgrain synchronization
–– Message passingMessage passing

•• CompilersCompilers
–– MultiMulti--language supportlanguage support
–– Optimizations for Optimizations for ProgProg. . AbstAbst..
–– Dynamic & static compilationDynamic & static compilation
–– Speculative multithreadingSpeculative multithreading

ManyMany--core runtime scalabilitycore runtime scalability
–– Efficient scalable support for Efficient scalable support for 

Programming AbstractionsProgramming Abstractions

MCA HW & scalable execution environment

Libraries & 
frameworks
• Language-specific
• RMS
• Game engine

Concurrency 
front end

Single-core
compiler

Languages & abstractions
Tools
• Design
• Test
• Debug
• Tune

Many-core runtime

Parallel RMS workloads
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Ct Technology for Data Parallel Ct Technology for Data Parallel 
OperationsOperations

+ + + + + + + +

Element-wise operations

Arbitrary communication

+ + + +
+ + + + + + + +

+ +
+

Reductions

[[ ][ ][[ ][ ]]]

Nested parallelism
trees, graphs, sparse matrices, …

CCtTVEC<double> sparseMatrixVectorProduct(
CCtVEC<double> A, CCtVEC<int> rowindex, 
CCtVEC<int> cols, CCtVEC<double> v) 

{
CCtVEC expv = ctDistribute(v,cols);
CCtVEC product = A*expv;
return ctMultiReduceSum(product,rowindex);

}

Ghuloum, A, et al, “Future Proof Data Parallel Algorithms and Software on Intel Multi-core Architecture”
Intel Technology Journal, Volume 11, Issue 4, 2007
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Data parallel vector sumData parallel vector sum

Non-SIMD

+ + + + + +. . .1 01 0 1 0 1

7
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+

=

++ + + + +. . .2 02 2 0 0 2
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Multi-core
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1 1 0 00 1 0 1 0 1 0 00 0 1 1
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+

=
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+

=

+ + + + + +. . .4 04 4 0 0 4

28

1 1 0 00 1 0 1 0 1 0 00 0 1 1

1 1 0 00 1 0 1 0 1 0 00 0 1 1

2 2 0 00 2 0 2 0 2 0 00 0 2 2

+

=

VEC B;VEC B;
. . .. . .

x = x = Sum_Of_Elements(BSum_Of_Elements(B););
Data parallel
program

Data parallel compiler 
& runtimeAutomatic mapping

based on vector size
and architecture

Compiler understands 
and optimizes data 
parallel operations

Ct Manages Parallelism Without Exposing ThreadsCt Manages Parallelism Without Exposing Threads
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Teraflops Research ProcessorTeraflops Research Processor

Goals:
Deliver Tera-scale performance
– Single precision TFLOP at desktop power
– Frequency target 5GHz
– Bi-section B/W order of Terabits/s
– Link bandwidth in hundreds of GB/s

Prototype two key technologies
– On-die interconnect fabric
– 3D stacked memory

Develop a scalable design 
methodology
– Tiled design approach
– Mesochronous clocking
– Power-aware capability

I/O AreaI/O Area

I/O AreaI/O Area

PLLPLL

single tilesingle tile

1.5mm1.5mm

2.0mm2.0mm

TAPTAP

2
1

.7
2

m
m

I/O AreaI/O Area

PLLPLL TAPTAP

12.64mm

65nm, 1 poly, 8 metal (Cu)Technology

100 Million (full-chip) 
1.2 Million (tile)

Transistors

275mm2 (full-chip) 
3mm2 (tile)

Die Area

8390C4 bumps #

65nm, 1 poly, 8 metal (Cu)Technology

100 Million (full-chip) 
1.2 Million (tile)

Transistors

275mm2 (full-chip) 
3mm2 (tile)

Die Area

8390C4 bumps #

Vangal, S., et al., “An 80-Tile 1.28TFLOPS Network-on-Chip in 65 nm CMOS,”
in Proceedings of ISSCC 2007(IEEE International Solid-State Circuits Conference), Feb. 12, 2007.
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Key IngredientsKey Ingredients

Special Purpose CoresSpecial Purpose Cores
–– High performance Dual High performance Dual FPMACsFPMACs

2D Mesh Interconnect 2D Mesh Interconnect 
–– High bandwidth low latency High bandwidth low latency 

routerrouter
–– PhasePhase--tolerant tile to tile tolerant tile to tile 

communicationcommunication

MesochronousMesochronous ClockingClocking
–– Modular & scalableModular & scalable
–– Lower power Lower power 

WorkloadWorkload--aware Power aware Power 
ManagementManagement
–– Sleep instructions and PacketsSleep instructions and Packets

–– Chip voltage & freq. control Chip voltage & freq. control 

2KB Data memory (DMEM)

3K
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y 
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) 6-read, 4-write 32 entry RF
32
64 64
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Crossbar 
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N
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FPMAC0

x

+
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32

32

FPMAC1

x

+
32
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M
SIN
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MSINT
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Normalize
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Fine Grain Power ManagementFine Grain Power Management

Scalable power to match workload demandsScalable power to match workload demands

Dynamic sleepDynamic sleep

STANDBY: STANDBY: 
•• Memory retains dataMemory retains data
•• 50%50% less power/tileless power/tile
FULL SLEEP:FULL SLEEP:
••Memories fully offMemories fully off
••80%80% less power/tileless power/tile

21 sleep regions per tile 21 sleep regions per tile (not all shown)(not all shown)

FP FP 
Engine 1Engine 1

FP FP 
Engine 2Engine 2

RouterRouter

Data MemoryData Memory

InstructionInstruction
MemoryMemory

FP 
Engine 1

Sleeping:
90% less

power

FP 
Engine 2

Sleeping:
90% less

power

Router
Sleeping:

10% less power
(stays on to 
pass traffic)

Data Memory
Sleeping:

57% less power

Instruction
Memory
Sleeping:

56% less power
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Power Performance ResultsPower Performance Results
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Programming ResultsProgramming Results

Not designed as a general Not designed as a general 
Software Development VehicleSoftware Development Vehicle
–– Small memorySmall memory
–– ISA limitations ISA limitations 
–– Limited data portsLimited data ports

Four kernels handFour kernels hand--coded to coded to 
explore delivered performance:explore delivered performance:
–– Stencil 2D heat diffusion Stencil 2D heat diffusion 

equationequation
–– SGEMM for 100x100 matricesSGEMM for 100x100 matrices
–– Spreadsheet doing weighted Spreadsheet doing weighted 

sumssums
–– 64 point 2D FFT (w 64 tiles)64 point 2D FFT (w 64 tiles)

Demonstrated utility and high Demonstrated utility and high 
scalability of message passing scalability of message passing 
programming models on many programming models on many 
corecore

Application Kernel Implementation 
Efficiency
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Key Key LearningsLearnings

Teraflop performance is possible within a mainstream Teraflop performance is possible within a mainstream 
power envelopepower envelope
–– Peak of 1.01 Teraflops at 62 wattsPeak of 1.01 Teraflops at 62 watts
–– Measured peak power efficiency of 19.4 GFLOPS/WattMeasured peak power efficiency of 19.4 GFLOPS/Watt

TileTile--based methodology fulfilled its promisebased methodology fulfilled its promise
–– Design possible with Design possible with ½½ the team in the team in ½½ the timethe time
–– Pre & PostPre & Post--Si debug reduced Si debug reduced –– fully functional on A0fully functional on A0

FineFine--grained power management pays offgrained power management pays off
–– Hierarchical clock gating and sleep transistor techniquesHierarchical clock gating and sleep transistor techniques
–– Up to 3X measured reduction in standby leakage powerUp to 3X measured reduction in standby leakage power
–– Scalable lowScalable low--power mesochronous clockingpower mesochronous clocking

Excellent SW performance possible in this messageExcellent SW performance possible in this message--based based 
architecturearchitecture
–– Further improvements possible with additional instructions, largFurther improvements possible with additional instructions, larger er 

memory, wider data portsmemory, wider data ports
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Work in Progress:Work in Progress:
Stacked Memory PrototypeStacked Memory Prototype

8080--tiletile processor with Cu bumpsprocessor with Cu bumps

Package

“Polaris”

C4 pitch

Denser than 
C4 pitch

256 KB SRAM per core
4X C4 bump density
3200 thru-silicon vias

Thru-Silicon
Via

MemoryMemory

Memory access to match the compute powerMemory access to match the compute power

“Freya”

PackagePackage
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SummarySummary

Emerging applications will demand teraflop Emerging applications will demand teraflop 
performanceperformance

Teraflop performance is possible within a Teraflop performance is possible within a 
mainstream power envelopemainstream power envelope

Intel is developing technologies to enable Intel is developing technologies to enable 
TeraTera--scale computingscale computing
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Questions?Questions?
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