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Mhv dg software so exoensive?" An exalenation to the hardwiarce designer.

Recently I received am invitation from a sizeable (and growinq) hard-
ware caompany. For many years its traditional product line has been high-
guality analog equipment; in a wore recent past, however, digital components
are beginning o play 2 more important role. The company's corporate manage-
ment was aware of mare or less unavoidably entering the (For the company un-
familiar) fizld of sofitwsre, was aware of the existence of its many pitfalls
without having a clear understanding of them, and I was invited to explain
to the company's corporate management what the design of software is all a-

bout, why it is =0 expensive, etc.

Having many other obligations, I don't know yet whether I shall bes able
to accept the invitation, but, independent of that, the challenge absolutely
delights me. Not only have I programaed for more than 25 years, but right
fram the baginning up till this very day I have done so in, over periods even
cloge, cooperation with hardware designers, machine developers, prototype testers,
gte. I think that I know the average digital hardware designer and his problems
well enough to understand why he does not understand why deslgning software is
sa cifficult. To explain the difficulty of software design to him 1is hard
enough --almost as hard as explaining it to a pure mathematician-- , to explain
it t6 & group of designers with their background and professional pride in
high-quality analog eguipment adds definitely a distinctive flavour to the
challenge! UObsarving myself thinking about how to meet it and realizing that,
even if I accept the invitation, my host will not have the exclusive rights

of my explanation, I decided to take pen and paper. Hence this text.

* *
*

To the economic question "Why is software so expensive?" the equally
economic answer could be "Because it is tried with cheap labour." Why is
it tried that way? Because its intrinsic difficulties are widely and grossly
understimsted. So let us concentrate on "Why is software design so difficult?".
Bne of the morals of my answer will be that with inadequately educated personnelE
it will be impossible, with adequately educated software designers it might be
passibla,'but will certsinly remain difficult, I would like to stress, right
at the start, that current problems in software dasign‘can only partly be ex-

plained Ly identified lack of competence of the programmers involved. [ would
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like to do so right at the start, because that @xplanation, although not un-

comman, is too facile,

It is understandable: it must he very frustreting for @ hardware
manager Lo produce what he rightly considers as a reliable machine with a
splendid cnatfperfurmance ratio, and to observe thereafter that, by the time
the customer receives the total system, that system is bug-ridden and its
performance has dropped below the designer's worst dreams. And besides having
to swallow that the software guys have ruined his product, he is expected to
eccept that while he works more and more efficiently every year, the software
Groun I honcuied for s incomnatencs by yenzly incraasing budgztz.  YWithouot
tfurther explanations from our side we programmers should forgive him his ve-
czsional bitterness, for hy accusing us of incompetence, he sins in ignorance....
And as long as we haven't beern able to explain the nature of our problems clear-

ly, we cannaotb hlame him for that igrnorance!
* *
*
A comparisan between the hardware world and the softwarce world seecms a
good introduction for the hardware designer to the problems of his software

cclleaque.

The hardware designer has to simulate a discrete machine by essentially
analog means. As a result the hardware designec has to think about delsys,
slopes of signals, fan-in and fan-out, skew clocks, heat dissipation, cooling
and power supply, and all the other preblems of technology and manufacturing.,
Building essentially from analog components implies that "tolerances" are a
very essential aspect of his component specifications; his quality control is
essentially of a statistical nature, and, when a1l is waid and done, quality
agssurance is essentially a probabilistic statement. The fact that with current
quality standards the probability of cerrect operation is very, very high should.
not seduce us to forget its probabilistic nature: very high prabability shauld
not be confusad with certainty (in the mathematical smnse) and it is therefaore
entirely appropriate that no piece of rguipment is delivered withoui being
exercised by test programs. As technulogy is more and more pushed to ils
limits --and it is so all the time-- and tolerances become narrower and narrower,

the control of these tolerances becomes a major coacern for the hardware builders.
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Compared to the hardware designer who consiantly struggles with an unruly
nature, the software designer lives in heaven, for he builds his artefacts

from zeros and ones alone, A zero i1s a zero and 2 ore is a one: there is

no fursziness sbout his building blocks and the whole engineering notion of same-
thing being "within talerance" is just not applicable there. In this sense

the programmer works indeed in a heavenly envircnment. The hypthetical one-
aundred percent circuii designer who equates ihe problems of design and building
with the problems of kesping the tolerances under control must be blind for

the programming problems: once he has simulated the discrote machine correctly,

all the really hard problems have been solved, haven't they?

Tﬁ explain to the hardware world why programming yet presents proclems,
we must draw attention to a few other differences. In very general terms we
can view "design" as bridging & gep, as compesing an artefact of given com-
ponents; as long as "the target artefact" and "the source components® dan't
change, we can reuse the old design. The fact thet we need teo design con-
tinuously is becsuse they do change. Here, however, hardware and software
designers have been faced with very different, almost opposite ‘types of

variation, change and diversity.

far the hardware designer the greatest veriation has been in "the source
components”: as long as machines have been designed he has had to catch up
with new technologies, he has never had the time to become fully familiar with
his source material because before he had reached thal stage, new components,
new technologies had appearsd an the scene. Compsred to the drastic variation
in his "source components", his "target artefact" has almost remained constant:

2ll the time he has redesigned and redesigned thes same few machines.

For the programmer the variation and diversity is just at the other end:
the hardware designer's target is the programmer's starting peint. The pPro-— -
grammer's "“source compunents" have been rematksbly stable ——in the eyes of some:
even depressingly so!l-- : FORTRAN and COBOL, still very wuch en vogue, are
more than a quarter of a century old! The programmers tinds the diversity at
the other side of the gep %o be bridged: he i faced with a cellection of “tac—
get actelacts" of great diversity. OF vecy great diversity even; of an essen-

tially very great diversity even, because here we Tind reflected that today's
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egquipment, indesd, deserves the name "general puctpase".

During the last decads saoftware designers have carcied on an almost
meligious debste on "bottom~up" versus "top-down" design. It used to he
Yhattom-up"”, I think that now the "top-down" religion has the majority as
its adherants. If we accept the sound principle that, when faced with a
many-sidad preblem, we should explore the area of oux greatest uncertainty
first (bacauue the solution of familiar problems can be postponed with less
risk), we cain interpret the convarsion of the programming community from
"bottom-up® to "Lop-down" as a slow recognition of the circumstance that
he oTsgcame s grezbect diversity iw oat ths other side af he gap.

Besides being at the other side of the gap te be bridged, the variation
and diversity the programmer is feced with is more open-ended. For the under-—
standing af his souice components the hardwares designer has as a last resort
always physics and electronics to fTall baeck upern: for the understanding of
hiis target problem and the design of eslgorithms solving it the software designer
finds the appropriate theory more Gftmnélacking than not. How crippling the

absence of an adequate theory can be has, houever, only been discovered slowly.

With the first machine applications, which were scientific/technical,
there werz no such difficulties: the problem to be solved was scientifically
perfectly understood and the numerical mathematics was available to provide
the algorithme and their justification. The additional coding to be done,
such as for the conversicns belwsen decimal and binary number system and for

program loaders, was so trivial that common sense sufficed.

o2ince then we have zeen, again and again, that for lack of appropriate
theory, problems were tackled with common sense, while common sense turned
out to be insufficient. The First compilers were made in the tifties without
any decent theory for language definition, for parsing, etc., and they were full;
of bugs. Parsing theory and the like came later. The first operating systems
were made without proper understanding of synchronization, of deadlock, danger

starvalion, cte., and they tooc suffered fram the defects that in hindsight

o

were prerictatble.  The indispensable theory, agailn, came later.
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That people have to discover by trying that for some problems common seose
alone is not a sufficient wental tool, is understandable. The problem is that
by the time the necessary theoory has heen develaped, the pre—scientific, ine
tuitive approach has already establizhed itz21f and, in spite of its patent
insufficiency, is harder {o eradicate then une would like to think. Heoyre I
must place a critical commenlt on a management practice that is nat uncommon
among compuier manufacturers, viz. to choose as project manager someons with
practical wexpericnce fram an earlier, similar preject: if the earlier project
had been tackled by pre-scientific techniques, this is then likely to happen
to the new project as well, even if the relevont theory is in the meantime

availahia,

A second consequence of this siate of affairs is that one of the most
vital abilities of a saftware designer faced with a new task is the ability
to judge whether existing theory and common sense will suffice, or whether
a new intellectual discipline of some sort needs to be developed first. In
the latter cage it is abcolutely essentisl not to embark upon coding hefore
that necessary piece of theory is there. Think First! 1 shall return ta this

topic later, in view of its management consequences.

* * '
*

Let me now try to give you, by analogy and example, some feeling for

the kind of thinking required.

Since IBM stole the term "structured programming™ I don't use it anymore
myself, but I lectured on the subject in the late sixties at MIT. A key point
of my message was that (larga) prégrams were objects without any precedent
in our cultural history, anmd that the most closely analogous object I could
Lthink of was a mathematical theory. And I have illustrated this with the
analogy between a lemma and a subroutine:.the lemma is proved independently
of how it is going to be used and is used independsently of how it has been
praved; similarly & subroutine is implemented independently of how it is going
to be used and is used independently of how it has been implemented. Both
were examples of "Divide and Rule”: the matheratical érgument is parcelled oulk
in theorems ond lenmata, the progrem is similasrly divided up in processes,

subrcutines, clusters ete.
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In ihe moantime I know thot the enalogy extends to the ways in which
mathematical thearies and programs are deyeloped. By word af mouth I heard
recently that Dana 5.%cott described the design of 2 mathematical theory as

an gxperimentsl celence, experimental in the sense thal adeguzcy and utility

of new notations and concepts were determined experimentally, ta wit: by
trying to use them., This, now, is very similaz to the way a design team

tries to cope with the caonceptual challenges it faces.

When the design is completie one must be able to talk meaningfully
abnut 1t, but the final design may very well be comething of a strﬁcture never
talked 2hoot Befove. Soothe desige Lown mocb fovent dbn own Language by
talk aboul it, iU must discover the illuminating concepts and invent goad
names fac them, But it eannot wait to do so until the design is complete,
for it needs the language in the act of designing! It is the old problem of
the hen and tha egg. 1 know of only one way of escaping from that infipite
regress: invent the language that you seam to need, somewhat lousely wherever

you area't quite sure, and test its adequacy by trying to use it, for from

their usage the new words will get their meaning.

Let me give you one example. In the first half of the sixties I designed
as parct of a multiprogramming system a subsystem whose function it was to
abstract from the difference between primary and secendary store: the unit
in which information was to be shuffled between storage levels was called "a
page". When we studied our first design, it turned out that we could regard
that only as a first approximation, because efficiency considerations forced
us to give a subset of ihe pages in primary store a special status. We called
them "holy pages", the idea being that, the presence of a holy page in primary
store being guaranteed, access to them could he speeded up. Was this a good
idea? We had to define "holy pages” in such a way that we could prove that
their number would be bounded. Eventually we came up with a Very precise
definition which pages would be holy that satisfied all our logic and efficiency
requirements, but all during these discussions the notion "holy" only slowly
developed into something precise and useful. Originally, for instance, I
remember that "holiness” was a boolesn attribute: = page was holy ar not.
Eventually pages turned out to have a "hioliness counter", and the originsl
boolean attribute became the question whether the holiness counter was positive

or not.
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If during those discussions a sirsnger would hzve entered our room and
would have listened to us for fifteen minutes, he would have made the rtemark
"I don't believe that you know what you are talking ebout." Our answer would
have heen "Yes, you are vight, and that ig exactly why we are talking: we are

trying to discover about precisely what we should be talking."

1 have described this scene at some length because I remember it so
well and because 1 believe it to be guits typical. Eventually you come up
with a very formal and well-defined product, but this eventual birth is pra-
ceded hy a period of gestation duriﬁg which new ideas are tried and disczrded
ar develon=i, That ig the onlv way T know of in which the mind ran cang Sith
such conceptual problems., From experience I heve learned that in that periord
of gestation, when a new jargon has to be created, an excellent mastery of their
native tongue is an absolute requirvement Tor all participasnts. A programmer
that talks sloppily is just a disaster. Excellent mastery of his native tongue
is my First selection criterian for a proépective programmer; good taste in

mathematics is the sscond important critericn. (As luck will have it, they

often go hand in hand.)

I had a third reason for describing the birth eof the notion "haly" at
some length. A few years ago I learned that it is not just a romantization,
not just o sweet}memary from a prmject we all liked: our experience wasz at
the heart of the matter. I learned so when I wished to give, by way of exer-
cise for myself, the complete formal development of a recursive parser for a
simple programming language, defined in terms of some five or Six syntactic
categories. The only way in which I could get the formal treatment Tight

was by the introduction of new syntactic catenories! Those new gyntactic

categories characterized character scquences which were meaningless in the o-

riginal programming language to be parsed, but indispensable for the under—

standing and justification of the parsing algorithm under design. My farmal
exercise was very illuminating, not because it had resulted in a nice pargser,
but because in a nice, formal nutshell it illustrated the need for the kind
of invention software development requires: the new syntaciic categories
ware exeinplary for the concepts that have to be invenied all the way lanyg,
cuncepla that are meaningless with respect to the original problem statement,
but indiopensable for the understanding of the solution,

* A
¥
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1 hope thst the sbove gives you some Teeling Tor the programmer's tacsk.
Wnen de2ling with the problems of software design, I must aluo devote a word
or twa to che phenomenon of the bad goftware manager. It is rvegrettable, butb
bad sofiwsra managers do exiast and, although bad, they hovae ecnough power to
ruin a project., I have lectured all over the world to programmers warking
in all sorts of organizations, and the overwhelming impression I got fram
the diccusziors iz that the bad software mansger is an almosl ubiguitous
phenomenan: ona of the most common reactions from the audience in the dis—
cussion a2fter & lecture is "What a pity that our manager isn'i here! We
cannot explain it to him, but From you he would perhaps have sccepted it. We
vk Lo o wack dn Whe weu yen have descceibed, but o our monager, who dowantd
understand, won't let us." 1 have encountercd this reaction so often that I
can anly cencliude that, on the average, the situetion is really bad. (I had
my worst expesrience in a bank, with some government organizations as goaod
seconda.)

In connection with bad managers [ have often described my experience ¢

jsH
]

a lecturer at I8M, Hursley, becouse it was so illuminating. .Just before I
came, the interior decorator bad cedone the auditorium, and in doing so he
had replaced the old-fashioned blackboard by screen and overhead projector.
As & result I had te perform in a dimly lighted room with my sunglasses on
in order not 1o get completely blinded. I could just see the people in the

front rows.

That lecture was cne of the maost terrible experiences in my life. With
a few well-chosen examples 1 illustrated the problem solving techniques I
could formulate at that time, showed the designer's freedom on the one hand,
and the formal discipline needed to contrel it on the other. But the visible
autdlence was absolutely unresponsive: I felt as if I were addressing an audience
of puppets made from chewing gum. 1%t wes for me sheer torture, but I knew
that it was a good lecture and with a dogged determinatiaon I carried my per-

farmance through untilithe bitter end.

When I had findished and the lights were turned up I was surprised by
a shattering epolavse... frow the back rows that had beon invisible! It

then turred ovt thet 1 had had a very mixed audicnece, delighted programmers
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in the back rows and in the front rows their managers who were extremely
annayad at my performance: by openly displaying the amount of "invention"
involved, T had presented the programming task as even more "unmanageable™

than they already feared. From their point of view I had dene a very poar jobh.
It was at that occasion that I formulated for myself the conclusion that pooxr
softwars managers see programming primarily as a management problem because

they don't know how to manage it.

Thaese problems are less prevalent in those organizations —-I know a few
software houscs-- wherc the managsment consists of competent, experiancudi
programmers (cather than a banker with coleaial experiance, but still too
young to retire). One of the problems caused by the nen-understanding
software mansger is that he thinks that his subordinates have to produce code:
they have to solve problems, and in order to do so, they have to use code.

To this very day we have organizations that measure "programmer productivity™
hy the "number of lines of code produced per month"; this number can, indeed,
be counted, but they are booking it on the wrong side of ths ledger, for we

should talk about "the number of lines of code spent".

The actual coding requires great care and a non-failing tezlenit for
accuracy; it is labour-intensive and should therefore be postponed until!
you are as sure as sure can be that the program you are about to code is,
indeed, the program you are aiming for. I know of one —--very successful--
software firm in which it is a rule ef the house that for a one-year project
coding is not allowed to start before the ninth month! In this organization
they know that the eventual code is no mere than the deposit of your under-
standing. When I told its director that my main concern in teaching students
computing science waus to train them to think first and not to rush into coding,
he just said "If you succeed in doing sa, you are warth your weight in gold."

(I am not very heavy).

But apparently, many managers create havoc by discouraging thinking and
urging their subordinates to "produce" code. Later they complain that 80
percent nf their labour force is tied up with "program maintenance", and blame
scfitware tochnalogy for that sorry state of affairy, instead of themcelves.
Sc much Tor the poorfsoftware manager. (All this is well-known, but occasinnally

needs to be soic again.) * « %
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Another profound ¢ifference between the hardware and the softwars worlds

is presented by the different roles of testing,

Whov, 2% yeers ago, ¢ logic designer had coeked up a cirtcuit, his next
acts were to build and to try it, and if it did not work he would probe a few
signals with his scope and cdjust & capacitor., And when it worked he would
subject the voltages from the power supply to 10 percent variations, adjust,
etc, , until he had a circuit that worked correctly over the whole range of
conditions he was aiming ak. He made & product of which he could "see that
it worked over thoe whole range". DBF course he did not try it for "all” points
AF b s, hom fhel wana't o nonossayy, for very genoeel o onnbinuity considsr-
atione made it evident Llhat it was sufficient to test the cireuit under a very

limited number of canditions, together "covering" the whole range.

This iterative design process of trial and arror has heen taken so much
for granted that it has «lso been adopted under circumstances in which the con-
tinuity a2ssumption that justifies the whole procedure, is not valid. In the
case of an artefact with a discrete "performance space" such as a progrem, the

essumption of continuity is not valid, and as a result the iterative design

process of trial and errorx is therefore fundamentally insdequate. The good

software designer knows this; he knows that from the observation that in the
cases iried his program produced the correct result he is not allowed to ex-
trapolate that his program is 0K; therefore he tries to prove mathematically

that his program meets the rcocquirements.

The mere suggestion of the existence of an enviromment in which the
traditional design process of trial and error is inadequate and where, therefore,
ma thematical preof is required, is unpalatable for those for whom mathematical
proofs are beyond their mental grasp. As a result, the suggestion has encoun-
tered @ considerable resistance, even among programmers who should know better.
It is not to be wonderved at that in the hardware world the recogniticn of the
potential inadequacylaf the testing procedure is still very rare.

Some hardware designers are beginning to worry, but wsually not because
they concider the fundamontal inadequacy of the teosiing approach, but only

brcause thr "adjustment"” has become so expensive since the advent of L5I-
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technnlogy. But even without that financial aspect they should aiready worry,
because in the meantime a sizeable fractian of their design activity does take

place in & discrete environment.

Recently I heard a story about a wmachine --nat a machine design by
Burrcughs, I am happy to add-- . Tt was @ microprogrammed multiprocessor
installation that had been soseded up by the addition of & slave store, but
its designers had done this addition badly: when the two processors aperatoed
simultaneously on the two halves of the same word, the machine with the slave
store reacied differently from the version without it. After a few months of

raced back tn this very design =rrore. By

o

gperatiun & uyoise nreakdown was
testing you just cannat hope to catch such an error that becomes apparent Dy
coincidernce. QGlesarly that machine had been designed by people who hadn't

the foggicst notion about programming. A singls competent programmer on

that design crew would have prevented that blumder: as soon as you complicaie
the design of a multiprovessor installation by the introduction of a slave
store, the ohligation to prove —-instead ot just believing without convineing
pvidence-—- that after the introduction of the slave store the machine still
meets its original functional specifications is cbvious to a competent pro-
grammer. (Such 2 proof doesn't seem to present any fundamental or practical
difficulties either.) To convince hardware designers of the fact that they
have moved inte an environment in which their conventional experimental
techniques for design and quality control are no longer adequate is one of

the major educational challenges in ths field.

I called it "major" because, as long as it isn't met, hardware designers
won't understand what a software designer is responsible for. In the tra-
ditional engineering tradition, the completed design is the designer's com-
plete product: you build an artefact and, lo and behold, it works! IT
you don't believe it, just try it and you will see that "it works". In the
case of an artefact with a discrete performance space, the only appropriate
reaction to the abservatior that it has "worked" in the cases tried, is>"So
what?". The only convincing evidence that such s device with a discrete per-
formance cpace mepets its requirements includes a mathamatical proof. It is
s severe mistake to think that the programncerc's producis are the programs he
writes:; the programmer has to produce trusiworthy solutions, and he has to

produce and pregent thea in the torm of convincing argumeils, hase aryumsits



EWDEA8 — t1

comstitute the hard core of his product and the written program text is anly
the accompanying material to which his arguments are applicable.
* *
%
Many ooiluare projects corried aut in the zsst have been overly complex
and, caonsequently, full of Sugs and patches. Mainly the following two

circumstances have besn responsible for this:

oy
—

dramatlinal incresses of processor speeds and memory sizes, which made

it seem ag if the scky were the limit; only atier the creotion of a number of
Sisestrously complicotod cystems it dawned upon us, that ouv limited thinking
S,

SR I PR TS

[ R B o

2) a world that in its desire to apply those wonderful new machines became
over—ambitious; many programmers have yielded to the pressuce Lo stretch their
zvailable proyramming technulogy beyond its limits; this was not a very
scientific behaviour, but perhaps stepping beyond the limit was necessary for
discovering that limit's positian,
In retrospect we can add two other reasons: for lack of experience

programmers did noi know how harmful. jcomplexity is, and secondly they did not
xnow either, how much complexity can usually be avoided if you give your mind
to it. Perhaps it would have helped if the analogy between a software design
and & mathematical theory had been widely recagnized earlier, because avery—§
cne knows that even four a single theorem the first proof digcovered ig seldom |

the best ong: later proofs arc often orders of magnitude simpler.

When C.A.R.Hoare writes --as he did early this year—-- ",..the threshold
For my tolerance of comploxily is much lower than it used to be" he reflects
2 dual devslopment: & grealer awareness of the dangers of complexity, but
also a raiscd standarnd of elegance. The awareness of the dangers of com-
plexity made greater simplicity a laudable goal, butbt at first it was entirely
an open guestiion whether that goal could be reached. Some problems may defy
glegant souluticns, but there seems overwhelming evidence that much of what
has been done in programming (and in computing science in gmneral) can be
cimplified dvastically. (Numermun are the starvies of the 30_-line solutions
concocted by o so-called professional programmer -—-or eyen a teacher of pro-

sromingl-— that cacld he veduced Yoo praogram of 4 o § linen.)
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To educale e gereriiion of programnmers with @ much lower thresholil vor
their tolerance of complexity and to teach them how to search for the truly
simple solution is the sscond major intellectual challenge in oux field., This
L. reohnically hard, for you have top instill some of the manipulative ability
nd 5 lot af the good taste of thoe mathemssician., It is psycholagically hizrd
in an envitormznt that confuses hetween love of perfection and clzim o pec-

rection and, by blaming yuu for the firast, accuses you of the latter.

How da we convince people thatl in programming simplicity and clarity
——in shuct: what mathematiclans call "elegance"-- are not s dispensable
luxuzy, but & crucial matter thal docides between suceens and failure? 1
waset heln FCQ?‘IHTUHOmijj\fﬂﬂ_J@ﬁﬂ[ﬂ\ﬂ(Hii. Conbtrary by tho aitumbion with
harpdware, where &n lncrease in relisbility hes usually to hbe paid for by
a4 higher price, in thz casec of software the unreliability is the graatést
cost factor. I+ may sound paradoxical, but a reliable (and therefore Simple)
program is much cheeper to develop and use than a {complicated and thereFare)
unrelisble one. This “paradaxﬁ should make us very hesitant to attach too

much weight to 2 possible analogy hetween software design and more ireditianal

gngineering dicciplines.
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