
Notes are taken from Tibshirani’s lecture notes: https://www.stat.cmu.edu/~ryantibs/convexopt-
F13/scribes/ 
 
 
Convex Function 

 
 

   f(y) >= f(x) + \grad f(x)^T (y-x) 
 
Strong Convexity 

 
 



 
Extended-Value Extension 
 

 
 
Properties of Convex Functions 

 
 

 
 
Gradient Descent 

 

 
 
Coordinate Descent 
Similar but coordinate-by-coordinate by picking the coordinate with maximum gradient 



Step Size 
Fixed 
 
Backtracking Line Search 
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Proof (first inequality is Lagrange form of Taylor’s theorem) 
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Subgradients 
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Projection Method 

 
 

 
 
 
 
 




