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Abstract—We present the architecture and protocols of ROME, small Ethernet LANs [14]. Adding the IP layer to perform end-
a layer-2 network designed to be backwards compatible with to-end routing in these networks nullifies Ethernet’s dese
Ethernet and scalable to tens of thousands of switches and properties. IP routing protocols (such as, RIP, OSPF, and

millions of end hosts. Such large-scale networks are neededIS IS ide shortest path d h fficient
for emerging applications including data center networks,wide -IS) provide shortest paths and are much more efficien

area networks, and metro Ethermet. ROME is based upon than Ethernet's spanning tree protocol. However thesengut
a recently developed greedy routing protocol, greedy distece protocols still introducescalability problems in both control
vector (GDV). Protocol design innovations in ROME include and data planesas follows: In networks that use IP routing
a stateless multicast protocol, a Delaunay DHT, as well as q16c0ls in the control plane, routers need to either perfo

routing and host discovery protocols for a hierarchical nework. . .
ROME protocols do not use broadcast and provide both control link-state broadcasts or exchan@éN) distance vectors, both

plane and data-plane scalability. Extensive experimentatesults Of which are not scalable. More importantly, large IP netegor
from a packet-level event-driven simulator, in which ROME require massive efforts by human operators to configure and
protocols are implemented in detail, show that ROME protocds  manage, especially for enterprise and data center networks
are efficient and scalable to metropolitan size. Furthermoe, where host mobility and VM migrations are ubiquitous. Net-

ROME protocols are highly resilient to network dynamics. The . .
routing latency of ROME is only slightly higher than shortest- works that use shortest-path routing on flat addresses ér lay

path latency. To demonstrate scalability, we provide simution 2, on the other hand, require a large amountdafa-plane
performance results for ROME networks with up to 25,000 state (forwarding table entries) to reach every destination in
switches and 1.25 million hosts. the network. Furthermore, when multicast and VLAN are used,
each switch has to store a lot more state information. Sutzh da
plane scalability is challenging because high-speed mgisor
I. INTRODUCTION both expensive and power hungry [42].

Layer-2 networksgeach scalable to tens of thousands of Besides scalability, resiliency is also an Important reeui
ent of large layer-2 networks. According to a recent study

switches/routers and connecting millions of end hosts, X S - :
9 arbé’ Cisco [3], availability and resilience are the most impat

needed for important future and current applications a : L .
P PP network performance metrics for distributed data procegsi

services including: data center networks [13], metro Etaer . . . .
[1], [4], [14], [16], wide area networks [5], [18], [15], asal such as Hadoop, in large data centers. Without effective fai
iy ' ’ ’ ' ’ re recovery technigues, job completion will be signifidant

as enterprise and provider networks. As an example, Gaogl elayed
lobally-distributed database scales up to millions of nivaes : o . .
g y P Therefore, it is desirable to have szalable and resilient

across hundreds of data centers [9]. ) . X
Ethernet offers plug-and-play functionality and a flat MAéayer-Z network that is backwards compatible with Ethernet
L.e.. its switches interact with hosts by Ethernet framesgis

address space. Ethernet MAC addresses, being permariefit ™ © . ;
and location independent, support host mobility and featé conventional Ethernet format and semantics. Ethernet atimp

: . bility provides plug-and-play functionality and ease ofuark
management functions, such as trouble shooting and acces . . e
. management. Hosts can still use IP addresses as identifiers b
control. For these reasons, Ethernet is easy to manage. HQw- :
. . e network does not use IP addresses for routing.
ever Ethernet is not scalable to a large network becausest us

a spanning tree routing protocol that is highly inefficientia Ir|1 tgl's pager, Y\Il_e ptr:esentzthe ?rchll(tecture gnF? pq rotolc\:AOIIEs ofa
not resilient to failures. Also, after a cache miss, it relan scalable and restiient layer-2 network, name

network-wide flooding for host discovery and packet deﬁveris fully decentralized and self-organizing without any teh
Today’s metropolitan and wide area Ethernet services prcqntroller or special nodes. All switches execute the same

vided by network operators are based upon a network O|1str|buted algorithms in the control plarlROME uses greedy

] S .~ routing instead of spanning-tree or shortest-path routtog
IP (layer-3) and MPLS routers which interconnect reI"’wv(:"lachieve scalability and resiliencyROME provides control-
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ROME protocols utilize some recent advances in greettyoadcast by a distributed hash table (DHT) was proposed
routing, namely, GDV on VPoD [32] and MDT [23], [24]. independently by Kim and Rexford [21] and Ray et al. [37].
Unlike greedy routing in wireless sensor and ad hoc networka 2008, Kim et al. presented SEATTLE [20] which uses link-
switches in ROME do not need any location informatiorstate routing, a one-hop DHT (based on link-state routiong) f
For routing in ROME, a virtual space is first specified, suchost discovery, and multicast trees for broadcasting to MEA
as, a rectangular area in ZDEach switch uses the VPoDScalability of SEATTLE is limited by link-state broadcast a
protocol to compute a position in the virtual space such thaell as a large amount of data plane state needed to reach ever
the Euclidean distance between two switches in the spacesvgtch in the network [42]. In 2010, AIR [39] was proposed to
proportional to the routing cost between them. This prgpenteplace link-state routing in SEATTLE. However, its latgnc
enables ROME to provide routing latency only slightly highewas found to be larger than the latency of SEATTLE by 1.5
than shortest-path latency. Switches construct and miaintarders of magnitude. In 2011, VIRO [17] was proposed to
a multi-hop Delaunay triangulation (MDT) which guaranteeseplace link-state routing. To construct a rooted virtuabby
that GDV routing finds the switch closest to a given destorati tree for routing, a centralized algorithm was used for large

location [32], [24]. networks (e.g., enterprise and campus networks).
To increase the throughput and scalability of Ethernet for
A. Contributions and paper outline data center networks, SPAIN [29] and PAST [41] proposed the

Protocol design innovations in this paper include the folSe of many spanning trees for routing. In SPAIN, an offline
lowing: () a stateless multicast protocol to support VLANetwork controller first pre-computes a set of paths thataixp
and other multicast applications; (i) protocols for hosida redundancy in a given network topology. The controller then
service discovery using a new method, called Delaunay DHTerges these paths into a set of trees and maps each tree
(D2HT): (iii) new routing and host discovery protocols for #nto a separate VLAN. SPAIN requires modification to end
hierarchical network. hosts. PAST does not requires end-host modification; idstea

We compare ROME with a recently proposed scalable |ay@]r_spanning tree is installed in network switches for everst.ho
2 network, SEATTLE [20]. ROME and SEATTLE were evaly-The important issue of data plane scalability was not adexes
ated and compared using a packet-level event-driven storuldh both papers. _ o _
in which ROME protocols (including GDV, MDT, and VPoD) In four of the five papers with simulation results. Fo show
and SEATTLE protocols are implemented in detail. Everjetwork performance [20], [39], [17], [41], scalability wa
protocol message is routed and processed by switches onstrated for networks of several hundred switches. In
by hop from source to destination. Experimental resultsrvshos_ AIN [29], simulation experiments were performed for spe-
that ROME performed better than SEATTLE by an order ¢idl data center network topologies (e.g., FatTree) of up to
magnitude with respect to each of the following performanc880 switches. In this paper, we demonstrate scalabifity o
metrics: switch storage, control message overhead durR@ME from experiments that ran on a packet-level event-
initialization and in steady state, and routing failureerdtring driven simulator for up to 25,000 switches and 1.25 million
network dynamics. hosts.

The routing latency of ROME is only slightly higher than , , i
the shortest-path latency. ROME protocols are highly ieesil B+ Gréedy routing and virtual coordinates
to network dynamics and switches quickly recover after & per Many greedy geographic routing protocols have been de-
od of churn. To demonstrate scalability, we provide sinatat signed for wireless sensor and ad hoc networks. Two of the
performance results for ROME networks with up to 25,008arliest protocols, GFG [7] and GPSR [19], use face routing t
switches and 1.25 million hosts. move packets out of local minima. They require the network

The balance of this paper is organized as follows. In Sectié®pology to be a planar graph in 2D to avoid routing failures.
I, we discuss related work including protocol servicestiro Kim et al. [22] proposed CLDP which, given any connectivity
our prior work used by ROME. In Section lll, we presengraph, produces a subgraph in which face routing would
location hashingn a virtual space and stateless multicast. Inot cause routing failures. Leong et al. proposed GDSTR
Section IV, we present Delaunay DHT and its application 4@6] for greedy routing without the planar graph assumption
host discovery, i.e., address and location resolutiongictin by maintaining a hull tree. Lam and Qian proposed MDT
V, we present ROME’s architecture and routing protocols f§23], [24] for any connectivity graph of nodes with arbityar
hierarchical networks. In Section VI, we present perforogan coordinates in a@-dimensional Euclidean space % 2). From
evaluation and comparison of ROME and SEATTLE. Weéimulation experiments in which GFG/GPSR, CLDP, GDSTR,

conclude in Section VII. and MDT-greedy ran on the same networks, it is shown
that MDT-greedy provides the lowest routing stretch and the

1. RELATED WORK highest routing success rate (1.0) [24].
A. Scalable Ethernet Many virtual coordinate schemes have been proposed for

Towards the goal of scalability, Myers et al. [30] proposeWireless networks when node location information is uravai

replacing Ethernet broadcast for host discovery by a Iayé’;}t—)Ie (e.g., [34], [11], and [8]). In each scheme, the main

2 distributed directory service. In 2007, replacing Etlaaeern_ObjeCtive Is to improve greedy routing success rate. VPdD [3

is the only virtual coordinate protocol designed to prediud
22D, 3D, or a higher dimension can be used [24]. minimize the routing cost between nodes.



C. Services provided by MDT, VPoD, and GDV DT neighbors. As a result, a multi-hop DT has been shown to

ROME uses greedy routing to provide scalability and relo-e highly resilient to rapid topology changes [24], [32].

siliency. The protocol used by ROME switches is GDV routing
which uses services provided by VPoD and MDT protocols
[32], [24]. We next provide a brief overview of these three
protocols. ] ) ] A. Virtual space for switches
A Delaunay triangulation (DT) is a graph that can be
computed from a set of node locations in a Euclidean spaceConsider a network of switches with an arbitrary topology
[12]. In a DT, two nodes sharing an edge are said to be f@ny connected graph). Each switch selects one of its MAC ad-
neighbors. For 2D, Bose and Morin [6] proved that greedyresses to be its identifier. End hosts are connected totsasgitc
forwarding in a DT guarantees to find the destination nodehich provide frame delivery between hosts. Ethernet fame
For 2D, 3D, and higher dimensional Euclidean spaces, L& delivery are encapsulated in ROME packets. Switches
and Lam [25] generalized their result and proved that greetyeract with hosts by Ethernet frames using conventional
forwarding in a DT guarantees to find the node closest toEdhernet format and semantics. ROME protocols run only in
destinationlocation Since two neighbors in a DT graph mayswitches. Link-level delivery is assumed to be reliable.
not be directly-connected, nodes maintain forwardingesbl A Euclidean space (2D, 3D, or a higher dimension) is
for communication between DT neighbors multiple hops apathosen as the virtual space. The number of dimensions and the
(hence the name, multi-hop DT [24]). minimum and maximum coordinate values of each dimension
At network initialization, each ROME switch assigns itszlf are known to all switches. Each switch determines for itaelf
random location in the virtual space and discovers its tlirec location in the space represented by a set of coordinates.
connected neighbors. Each pair of directly-connecteccbw®  Location hashing. To start ROME protocols, each switch
exchange their unique identifiers (e.g., MAC addresses) aolots up and assigns itself an initial location randomly by
self-assigned locations. Then, the switches have enough liashing its identifierlDs, using a globally-known hash func-
formation to construct and maintain a multi-hop Delaunayon H. The hash value is a binary number which is converted
triangulation using MDT protocols [24]. to a set of coordinates. Our protocol implementation uses th
ROME switches then repeatedly exchange messages witish function MD5 [38], which outputs a 16-byte binary value
their neighbors, including multi-hop DT neighbors, andrafia 4 bytes are used for each dimension. Thus locations can be in
their positions. Using the VPoD protocol [32], each switcBD, 3D, or 4D3
moves its location in the virtual space by comparing, forheac Consider, for example, a network that uses a 2D virtual
neighbor, the Euclidean distance with the routing cost betw space. For 2D, the last 8 bytestdfIDs) are converted to two
them. (Routing cost can be in any additive metric.) A switch-pyte binary numberss andy. Let MAX be the maximum
stops running VPoD when the amount of location change hasyte binary value, that is,32— 1. Also let ming and max
converged to less than a threshold value. When all switchgs the minimum and maximum coordinate values for ktte
finish, the distance between two switches in the virtual spagimension. Then the location in 2D obtained from the hash val
approximates the routing cost between them. Then switch@s is (miny + 5 (Max — ming), Min; + 2y (Max — miny)),
use their updated locations to construct a new multi-hop Di¥here each coordinate is a real number. The location can be
to be used by GDV routing [32]. stored in decimal format, using 4 bytes per dimension. Here-
GDV routing . Let y denote a neighbor of switch. For a after, for any identifier, ID, we will usé4(ID) to represent
packet with destination location the estimated routing costits location in the virtual space and refer (ID) as the
fromutot viayis Ry=c(uy)+ I5(y7t), wherec(u,y) is identifier'slocation hashor, simply,location
the routing cost fronu to y and D(y,t) is the distance from  Switches discover their directly-connected neighbors, and
y to t computed byu from the locations ofy andt in the using their initial locations, proceed to construct a mhtip
virtual space. Switctu selects the neighbor such thatR, DT [23]. Switches then update their locations using VPoD and
minimizes{Ry,y € set of directly-connected and DT neighborgonstruct a new multi-hop DT as described in subsection II-C
of u}. If Ry <D(u,t), u sends the packet to v; else, the packet ynjcast routing. Unicast packet delivery in ROME is
is marked. Every packet when first created is unmarked. fyovided by GDV routing in the multi-hop DT maintained by
switch, such asi in the above example, forwards a markedyitches. In a correct multi-hop DGDV routing of a packet
packet by MDT-greedy using node locations in the virtugjuarantees to find the switch that is closest to the destinati
space without considering routing costs from the switchtdo ijgcation of the packel24], [32] assuming reliable link-level

neighbors. Therefore, GDV guarantees to route every paCH%Wivery and no packet drop due to congestion.
to the switch that is closest to the packet’s destinatioatioa As in most prior work [20], [42], [39], [17], the issue of

[24], [32]- . ~multi-path routing and traffic engineering is not addressed
It has been shown that the VPoD protocol is very effectigerein and will be an interesting problem for future work.

such that GDV'’s routing cost is not much higher than that of

shortest-path routing. Lastly, MDT and VPOD protocols do 3Conceptually, a higher dimensional space gives VPoD moxébfligy but

not u§e broadcast. In particular, MDT has a \_/ery. eﬁiCien.t arpgquires more storage space and control overhead. Ourimgreal results
effective search method for each switch to find its multi-hoghow that VPoD’s performance in 2D is already very good.

IIl. ROUTING IN ROME



(a) Split atS; (b) Splits atS; and S3

Fig. 1. Example of stateless multicast
B. Hosts (actually the ROME packet header). The destination of the

Hosts have IP and MAC addresses. Each host is direcggpl_”,o message .for.ea(.:h region is a Iocation., cakkpdit_
connected to a switch called i@mccess switchAn access POSition (SP), which is either (i) the closest receiver location
switch knows the IP and MAC addresses of every holt thgt region, or (||). the mid-point of t.he two closest reawi
connected to it. The routable address of each host is tRgations in the region. By GDV routing, the group message
location of its access switch in the virtual space, alscecathe Will € routed to a switch closest to the SP. This switch will |
host’s location Hosts are not aware of ROME protocols and!n partition its region into multiple sub-regions and _d;e‘;n
run ARP [31], DHCP [10], and Ethernet protocols in the sanfePPY Of the group message to the SP of each sub-region. Thus

way as when they are connected to a conventional Etherné& Mmulticast tree rooted at the RP grows recursively until it
reaches all receivers. The tree structure is not stored gy

At each step of the tree growth, a switch computes SP’s for
C. Stateless multicast and its applications the next step based on receiver locations in the group messag

To provide the same services as conventional EthernitdS to forward.

ROME needs to support group-wide broadcast or multicast,YWe present an example of stateless multicast in Figure 1(a).
for applications, such as, VLAN, teleconferencing, tedawa, The group consists of 7 hostsb,c,d,e, f,g, connected to
replicated storage/update in data centers, etc. different switches with locations in a 2D virtual space as

A straightforward way to deliver messages to a grou'ﬁ"own- SwitchS; serves as the RP. Hoatsends a message to
is by using a multicast tree similar to IP multicast [20]the group by first sending it 6. Upon receiving the message,
All broadcast packets within a group are delivered throucﬁl realizes that it is the R} partitions the entire virtual space
a multicast tree sourced at a dedicated switch, namelylN40 four quadrants and sends a copy of the message by unicast
broadcast root, of the group. When a switch detects that bne® each of the 3 quadrants with at least one receiver. The
its hosts is a member of a group, the switch joins the grougRessage to the northeast quadrant with four receivees {,
multicast tree and stores some multicast state for thispyro@ndg) is sent to a split positionSR, which is the midpoint
When there are many groups with many hosts in each gromg'tween the locations af ande, the two receivers closest to
the amount of multicast state stored in switches can becofie The message will then be routed by GDV3g the switch
a scalability problem. closest toSR.

We present astateless multicasprotocol for group-wide — Subsequentlys, partitions the space into four quadrants and
broadcast in ROME. A group message is delivered using theénds a copy of the message to each of the three quadrants
locations of its receivers without construction of any rivalst With one or more receivers (see Figure 1(b)). For the nosthea
tree. Switches do not store any state for delivering gro@yadrant that has two receivers, the message is sent tolthe sp
messages. position, SB, which is the midpoint between the locations of

The membership information of stateless multicast is maii-andg. The message t8R will be routed by GDV toS;, the
tained at arendezvous pointRP) for each group. The RP ofswitch closest t&R, which will unicast copies of the message
a group is determined by the location hadiilDg), where to f andg.

IDg is the group’s ID. The switch whose location is closest At any time during the multicast, when a switch realizes
to H(IDg) serves as the group’s RP. The access switch of tHet a receiver is a directly-connected host, it can trangei
sender of a group message sends the message to the Riggsage directly to the host and removes the host from the
unicast. GDV routing guarantees to find the switch closest $et of receivers in the message to be forwarded.

H(IDg). In ROME, for each group, its group membership infor-

The RP then forwards the message to other group memberation is stored in only one switch, the group’s RP. For
(receivers) as follows: The RP partitions the entire virtuahis group, no multicast state is stored in any other switch.
space into multiple regions. To each region with one or moféhis is a major step towards scalability. The tradeoff for
receivers, the RP sends a copy of the group message Witls gain is an increase in communication overhead from
the region’s receivers (their locations) in the messagaléreastoring a set of receivers in the ROME header of each group



message. Experimental results in subsection VI-F show that
this communication overhead is small. This is because when
the group message is forwarded by the RP and other switches,
the receiver set is partitioned into smaller and smallesstsh

The implementation of stateless multicast, as descrilsed, i
not limited to the use of a 2D space. Also, partitioning of
a 2D space at the RP, or at a switch closest to a SP, is not
limited to four quadrants. The virtual space can be partéih 3 Messagetob . .-
into any number of regions evenly or unevenly. A study of _ -
other virtual spaces and partitioning methods for impletimgn
stateless multicast will be future work.

Stateless multicast for VLAN. Members of a VLAN
are in a logical broadcast domain; their locations may be
widely distributed in a large-scale Ethernet. ROME’s deste Fig. 2. publishes a tuple ob. S performs a lookup ob
multicast protocol is used to support VLAN broadcast. When a
switch detects that one of its hosts belongs to a VLAN, it send
a Join message to locatidt(IDy ), wherelDy is the VLAN publisherof i’s tuples. A switch that stores ki, vi > is called
ID. By GDV, The Join message is routed to the switch closestresolverof key ki. The tuples are stored asft state
to H(IDy), which is the RP of the VLAN. The RP then adds ) .
the host to the VLAN membership. The protocol for a host to 10 Publish a tupleti =<k, vi >, the publisher computes
leave a VLAN is similar. VLAN protocols in ROME are muchits location H(k) and sends a publish message tofto
more efficient than the current VLAN Trunking Protocol usefil (k). Location hashes are randomly distributed over the entire
in conventional Ethernet [2]. The number of global VLANirtual space. It is possible but unhk_ely that a SW|_tch &xis
is restricted to 4094 in conventional Ethernet [14]. Theve fit the exact locatiorH (k). The publish message is routed
no such restriction in ROME because stateless multicast d§% GDV to the switch whose location is closest ti(ki),

not require switches to store VLAN information to performvhich then becomes a resolverlof When some other switch
forwarding. needs host's information, it sends a lookup request message

to locationH (k). The lookup message is routed by GDV to
the resolver ofk;, which sends the tuplec ki, v; > to the

o recluester. A publish-lookup example is illustrated in FeyA.
Suppose a host knows the IP address of a destination hos

from some upper-layer service. To route a packet from its Comparison with GHTAt a high level of abstraction, #HT
source host to its destination host, switches need to knew thears some similarity to Geographic Hash Table (GHT) [36].
MAC address of the destination host as well as its locationowever, HT was designed for a network of switches
i.e., location of its access switch. Such address and ttatiwith no physical location information. On the other hand,
resolution are together referred to lasst discovery GHT was designed for a network of sensors in the physical
world with the assumption that sensors know their geog@aphi
locations through use of GPS or some other localization
_ ) . ) technique. Also, for greedy routing, GHT uses GPSR which
The beneﬂts_of using a DHT fo_r host discovery InCIUOIErovides delivery of a packet to its destination under tighlyi
the f(.)llowmg:. (i) uniformly d|str|buthg the StoraQ? cosf . restrictive assumption that the network connectivity grapn
host information over all network switches, and (ii) enagli be planarized [19]. Thus protocols o?BT and GHT are

information retrieval by unicast rather than flooding. Thgery different and the network environments of their intedd
one-hop DHT in SEATTLE [20] usesonsistent hashingf applications are also different.

identifiers into a circular location space and requires ¢vaty
switch knowsall other switches. Such global knowledge is Comparison with CANBoth D?HT and Content Address-
made possible by link-statedoadcastwhich limits scalability. able Network (CAN) [35] are DHTs and both use da

In ROME, the Delaunay DHT (or #HT) useslocation dimensional virtual space. However, this is the extent efrth
hashingof identifiers into a Euclidean space (2D, 3D, or aimilarity. D?HT and CAN are very different in design. In
higher dimension) as described in subsection IlI-AHD uses CAN, the entire virtual space is dynamically partitionetbin
greedy routing (GDV) in a multi-hop DT where every switclzones each of which is owned by a node. Nodes in a CAN
only needs to know its directly-connected neighbors and #elf-organize into an overlay network that depends on the
neighbors in the DT graph. Furthermore, each switch usesiaderlying IP network for packet delivery?BIT, on the other
very efficient search method to find its multi-hop DT neighbohand, is designed for a layer-2 network without IP routing.
without broadcast [24]. D2?HT does not have the concepts of zone and zone ownership.

In D?HT, information about host is stored as a key-valueInstead, switches find their locations in a virtual spacegisi
tuple, ti =< ki, vi >, where the keyki may be the IP (or location hashing described in Section IlI-A. Each switch in
MAC) address ofi, andv; is host information, such as itsD?HT only knows its directly-connected neighbors and DT
MAC address, location, etc. The access switch of histhe neighbors and their virtual locations.

4. Sending the
query to H(k_b),

IV. HOST AND SERVICE DISCOVERY INROME

A. Delaunay distributed hash table



B. Host discovery using 3MT Host dynamics.A host may change its IP or MAC address,
In ROME, the routable address of hasi i's locationg, ©f both. A host may change its access switch, such as, when

which is the location of its access switch. There are two ke§-mobile node moves to a new physical location or a virtual

value tuples for each host, for its IP-to-MAC and MAC-toImachine migrates to a new system. N
location mappings. Network dynamics. These include the addition of new

In a tuple for hosti, the keyk may be its IP or MAC switches or links to the network as well as deletion/failafe
address. Ifi; is the MAC address, valug includes location €Xisting switches and links. MDT and VPoD protocols have
¢ and the unique IDS, of i's access switch. Ik is the IP been shown to be highly resilient to network dynamics (churn
address, the valug includes the MAC addres8JAG, as well  [23], [32]. Switch states of the multi-hop DT as well as sWitc

asc andS. Note that the host location is included in bottocations in the virtual space recover quickly to correduea
tuples for each host. after churn. The following discussion is limited to how host

After a hosti is plugged into its access switc§ with and network dynamics are handled by switches in the role of

locationg;, the switch learns the host's IP and MAC addresseRublisher and in the role of resolver i?BT.
IP, and MAG, respectively.§ then constructs two tuples: As a publisher, each switch ensures that local tuples of its
<MAG, ¢, S > and< IP;, MAG, ¢, S >, and stores them hosts are correct when there are host dynamics. For example,
in local memory.S then sends publish messages of the twi@ host has changed its IP or MAC address, the host’s tuples
tuples toH (1P) andH (MAG). are updated accordingly. If a new host is plugged into the
Note that each switch stores two kinds of tuples. For a tuphwitch, it creates tuples for the new host. New as well as
with key ki stored by switchS, if Sis i's access switch, the updated tuples are published to the r_1etwork. In add_|t|o_n to
tuple is alocal tuple of S. Otherwise, the tuple is publishedthese reactions to hOSt_ dynam|cs_, switches also peridglical
by another switch and is axternal tupleof S. Switches store refresh tuples they previously published. For every looplet
key-value tuples asoft state < ki, vy >, S sends a refresh message evérysecond to its
Each switch interacts with directly-connected hosts usin@cationH (ki). The purpose of a refresh message is twofold: (i)
frames with conventional Ethernet format and semantidé.the switch closest to locatiohl (ki) is the current resolver,
When a hostj sends its access switch an ARP query timer of the soft-state tuple in the resolver is refreshéjl. (
frame with destination IP addre$8 and the broadcast MAC If the switch closest taH (ki) is different from the current
addressS; sends a lookup request to locatidilP;), which is ~ resolver, the refresh message notifies the switch to become a
routed by GDV to a resolver dP;. The resolver sends back toresolver.
Sj the tuple< IP;, MAG, ¢, S >. After receiving the tuple, the ~ As a resolver, each switch sets a timer for every external
access switcl$; caches the tuple and transmits a convention#lple stored in local memory. The timer is reset by a request
ARP reply frame to hosj. When j sends an Ethernet frameor refresh message for the tuple. If a timer has not been reset
with destinationMAG, the access switcB; retrieves location for Te time, timeout occurs and the tuple will be deleted by
¢ from its local memory and sends the Ethernet frame;to the resolverTe is set to a value several times that f _
If S; cannot find the location oMAG in its local memory  For faster recovery from network dynamics, we designed
because, for instance, the cached tuple has been ovenyriténd |mplem§nted a technique, calleﬁterngl tuple handqff
it sends a lookup request which is routed by GD\HEVMAG) When a switch detects topology or location changes in the
to get the MAC-to-location mapping of host multi-hop DT, it checks the locatioHi (ki) of every external
All publish and lookup messages are unicast messagile <k, vi >. If the switch finds a physical or DT neighbor
Host discovery in ROME is accomplishemh demandand is closer toH (k) than itself, it sends handoff messageacluding

flooding-free the tuple to the closer neighbor. The handoff message will be
forwarded by GDV until it reaches the switch closestit(k),
C. Reducing lookup latency which then becomes the tuple’s new resolver.

We designed and evaluated several techniques to speed up
key-value lookup for host discovery, namely: (i) using ripi¢  E. DHCP server discovery using?BIT
independent hash functions to publish each key-value taiple

multiple _I_(_Jcation_s, (i) hashing to a smaller region in theual Host Configuration Protocol (DHCP) discover message to find
space, (iii) caching key-value tuples for popular hosts a8 Wa DHCP server. Each DHCP server that has received the

as other shortcuts for faster responses. These latencyti@alu jic.qver message allocates an IP address and broadcasts a

techniques are described in more detail in the Appendix. DHCP offer message to the host. The host broadcasts a DHCP
request to accept an offer. The selected server broadcasts a
D. Maintaining consistent key-value tuples DHCP ACK message. Other DHCP servers, if any, withdraw
A key-value tuple< kj,v; > stored as an external tuple in aheir offers.
switch isconsistentff (i) the switch is closest to the location In ROME, the access switch of each DHCP server publishes
H(k)) among all switches in the virtual space, and Gi)is the server’s information to a location using a key known By al
the correct location of's access switch. At any time, someswitches, such as, “DHCPSERVER1". When the access switch
key-value tuples may become inconsistent as a result of hoéta host receives a DHCP discover message, the message is
or network dynamics. routed by GDV to the location of a DHCP server, without

In a conventional Ethernet, a new host broadcasts a Dynamic



use of flooding. There is no duplicate DHCP offer. To be _3-_uls_e rte__giaal_____:
ocation

[
compatible with a conventional Ethernet, the access switch | @ A ] Virtual space of the | Virtual space
replies to the host with a DHCP offer and later transmits a : S .. Ss | core network | :‘;ﬁgffss
DHCP ACK in response to the host's DHCP request. I @ Sl Y
- — = __1 r—— == -1
2 ! |
V. ROME FOR AHIERARCHICAL NETWORK virtual spaces of i2. use backbone | S |
_ _ ) access networks location | |
A metropolitan or wide area Ethernet spanning across a_ __ _ | _ i _ _ _ _ _ | |
large geographic area typically has a hierarchical strectu |y yse regional ,@ : | |
comprising manyaccess network@éterconnected by &ore | location . S, Se | B

network [16]. Each access network has one or mboeder I T

switches The border switches of all access networks form the ! Sie”  use regional s [R— Inter-region
core network. Consider a hierarchical network consistifg o ! - - location _ @2 I routing
500 access networks each of which has 2000 switches. The. =~ | ---» '"‘rrg;rt?r?;”

total number of switches is 1 million. At 100 hosts per swijtch
the total number of hosts is 100 millions. We believe that S _
a 2-level hierarchy is adequate for metropolitan scale & tf'9- 3 Routing in a hierarchical network

foreseeable future. . ) o ) )
Inter-region routing. For a destination host in a different

o _ . region, an access switch learns, from the host's key-value
A. Routing in a hierarchical network tuple, information about the host's border switches andr the

For hierarchical routing in ROME, separate virtual spacd¥ickbone locations. This information is included in the ROM
are specified for the core network and each of the accd¥@der encapsulating every Ethernet frame destined for tha
networks, calledegions Every switch knows the virtual spacenost. We describe inter-region routing of a ROME packet as
of its region (i.e., dimensionality as well as maximum antlustrated in Figure 3. The origin switcls, computes its
minimum coordinate values of each dimension). Every bordéistances in the regional virtual space to the region's &ord
switch knows two virtual spaces, the virtual space of itsmeg SWitches,Sg andSy. S choosess which is closer to5; than
and the virtual space of the core network, calleitkbone <. The packet is routed by GDV t8; in the regional virtual

The switches in a region first discover their directlySPace.
connected neighbors. They then use MDT and VPoD protocols™ €arns from the ROME packet head&, and S, bor-
to determine their locations in the region's virtual spacder switches in the destination's regiof computes their
(regional locationy and construct a multi-hop DT for the distances to destinatio®; in .the destination reglqn’s _thual
access network. Similarly, the border switches use MDT af#2ceSs choosess because itis closer to the destination loca-
VPoD protocols to determine their locations in the virtudion- The packetis then routed by GDV in the backbone virtual
space of the backbonddckbone locatior)sand construct a SPace toSs. Lastly, the packet is routed, in the destination

multi-hop DT for the core network. Each border switch send§9i0n’s virtual space, by GDV fror; to S, which extracts
its information (unique ID, regional and backbone Iocad;mnthe Ethernet frame from the ROME packet and transmits the

to all switches in its region. frame to the destination host.

The Delaunay DHT requires the following extension for NOte that at the border switclgs, it has achoice of
hierarchical routing Each key-value tuple: ki,v; > of hosti Minimizing the distance traveled by the ROME packet in the
stored at a resolver includes additional informatiBp,which Packbone virtual space or in the destination region’s \attu
specifies the IDs and backbone locations of the border sedtctfPace In our current ROME implementation, the distance
in hosti's region. in the destination region’s virtual space is minimized. sThi

When a host sends an Ethernet frame to another host, ftsP@s€d upon our current assumption that the number of

access switch obtains, from its cache or using host disypvé?w'tCheS in an access network is larger than the number of
the destination host's key-value tuple, which includesdeor

switches in the core network. This choice at a border switch
switch information of the destination region. This infotioa 'S Programmable and can be easily reversed. Lastly, it is not
allows the access switch to determine whether to route tR@visable to use the sum of distances in two different virtua

frame to its destination usinitra-region routing or inter- SPaces (specified independently) to determine routinguseca
region routing they are not comparable. This restriction may be relaxed but

Intra-region routing. The sender’s access switch indicatell 'S beyond the scope of this paper.
in the ROME packet header that this is an intra-region packet ) ) _ )
The routable address is the regional location of the accddsHost discovery in a hierarchical network
switch of the receiver. The packet will be routed by GDV to As illustrated in Figure 4, the key-value tuple k;,v; >
the access switch of the receiver as previously describbed.df hosti is published to two resolvers in the entire network,
the example of Figure 3, an intra-region packet is routed Imamely: aregional resolverand aglobal resolver The regional
GDV from access switcl; to destination host's access switclresolver is the switch closest to locatidfiki) in the same
S in the same regional virtual space. region as host; it is labeled byS; in the figure. The publish



| S Ses | global resolver and it forwards the lookup message to switch

e | Virtual space of the | virtual space of the 2 Closest to the regional locatidfi(kj), which is the global
I S s, N core network access network  resplver of host.
' \@,, L~ | _,/_ _ Hash functions In the above examples, the core and access
L | —__. N ] . .
' N send o regonal networks use different virtual spaces but they all use tineesa
;/g;z':rr?:tﬁrg Send fo backbone\\'r‘S location H(k) | hash functionH. We note that different hash functions can
I I — .S ::__—:@ | be used in different networks. It is sufficient that all swits
Ir @ | | g ’ : in the same network (access or core) agree on the same hash
| Sgr : ————————— function, just like they must agree on the same virtual space
I s 1
: _____ ] U%'csa}lifnrf:?'kina' S : T n:;)g:;ge VI. PERFORMANCEEVALUATION
I ? """""""""" '@ [— »  Publish A. Methodology
- - message

The ROME architecture and protocols were designed with
the objectives okcalability, efficiency andreliability. ROME
was evaluated using a packet-level event-driven simuliator
and lookup protocols are the same as the ones presentegvliich ROME protocols as well as the protocols, GDV, VPoD,
subsection IV-B. To find a tuple with ke, a switch sends a and MDT [23], [32] used by ROME are implemented in detail.
lookup message to positidth(k;) in its own region. A regional Every protocol message is routed and processed by switches
resolver provides fast responses to queries needed far intiop by hop from source to destination. Since our focus is on
region communications. routing protocol design, queueing delays at switches wete n
Publish to a global resolver Switches outside of hoss simulated. Packet delays from one switch to another on an
region cannot find its regional resolver. Therefore, the-kefthernet link are sampled from a uniform distribution in the
value tuple< ki, v; > of hosti is also stored in a global resolverinterval [50 ps 150 pug with an average value of 108 This
to respond to host discovery for inter-region communicegio abstraction speeds up simulation runs and allows perforean
The global resolver can be found by any switch in the entievaluation and comparison of routing protocols unaffected
network. As shown in Figure 4, to publish a tuptek;,v; > by congestion issues. The same abstraction was used in the
to its global resolver, the publish message is first routed Ipacket-level simulator of SEATTLE [20].
GDV to the regional location of one of the border switches in For comparison with ROME, we implemented SEATTLE
the region, labeled b$g; in the figure.Sg1 computes location protocols in detail in our simulator. We conducted exteasiv
H (ki) in the backbone virtual space and includes it with thsimulations to evaluate ROME and SEATTLE in large net-
publish message which is routed by GDV to the border switeforks and dynamic networks with reproducible topologies.
closest to backbone locatidfi(k;) in the core network, labeled For the link-state protocol used by SEATTLE, we use OSPF
by Sgy in the figure. [28] in our simulator. The default OSPF link state broadcast
Switch Sgp serves as the global resolver of host it has frequency is once every 30 seconds. Therefore, in ROME,
enough memory space. Swit&h, can optionally send the tu- each switch runs the MDT maintenance protocol once every
ple to a switch in its region such that all switches in the oagi 30 seconds.
share the storage cost of the global resolver functiongdall In ROME, a host’s key-value tuple may be published using
two-level location hashinjg In two-level location hashing, the one location hash or two location hashes. In the case of
publish message of tuple ki,v; > sent bySgy is routed by publishing two location hashes for each tuple, the area®f th
GDV to a switch closest to the regional locatiditk;) (labeled second hash region is 1/4 of the entire virtual space.
by S» in the figure) insideSgy's access networkS, then Performance criteria. Storage costis measured by the
becomes a global resolver of hast average number of entries stored per switdfhese entries
Lookup in a hierarchical network. To discover the key- include forwarding table entries and host information iestr
value tuple< ki, v; > of hosti, a switchS; first sends a lookup (key-value tuples).
message to locatiod (ki) in its region. As illustrated in Figure  Control overheads communication cost measured by the
4 (upper left), the lookup message arrives at a swcblosest average number of control message transmissidmisthree
to H(ki). If S; and hosi were in the same regiof, would be cases: (i) network initialization, (ii) network in steadiat,
the regional resolver afand it would reply tdS; with the key- and (iii) network under churn. Control overhead of ROME
value tuple of host. Given thatS; and host are in different for initialization includes those used by switches to deiae
regions, it is very unlikely tha, happens to be a globalvirtual locations using VPoD, construct a multi-hop DT ugin
resolver of hosi (however the probability is nonzero). § MDT protocols, and populate the?BIT with host information
cannot find host’s tuple in its local memory, it forwards the for all hosts. Control overhead of SEATTLE for initializati
lookup message to one of the border switches in its redgn, includes those used by switches for link-state broadcabkt@n
in Figure 4. Therggsz computes locatiohl (k;) in the backbone populate the one-hop DHT with host information for all hosts
virtual space and includes it with the lookup message, whi@uring steady state (also during churn), switches in SEAETL
is routed by GDV to the border switchs, closest toH(ki). and ROME use control messages (i) to detect inconsistencies
In the scenario illustrated in Figure &g, is not hosti’'s in forwarding tables and key-value tuples stored locallg an

Fig. 4. Tuple publishing and lookup in a hierarchical Ettetrn
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externally, as well as (ii) to repair inconsistencies inwfard- of hosts of the entire network varies from 5,000 to 50,000.
ing tables and key-value tuples. We found that the storage costs of ROME and SEATTLE
We measure two kinds détencies to deliver ROME pack-for forwarding tables are constant, while their storagetxos
ets (i) latency of the first packet to an unknown host, whiclfior host information increase linearly as the number of $iost
includes the latency for host discovery, and (ii) latencyaof increases. In Figure 5(a), the difference between the ggtora
packet to a discovered host. costs of ROME and SEATTLE is the difference in their
To evaluate ROME’s (also SEATTLE's) resilience undeforwarding table storage costs per switch. The host inféiona
churn, we show theouting failure ratesof first packets to storage cost of ROME using two (location) hashes is close to,
unknown hosts and packets to discovered hosts. Succesbfiiinot larger than, twice the storage cost of ROME using one
routing of the first packet to an unknown host requires subash.
cessful host discovery as well as successful packet dglbser  Figures 5(b) and 5(c) show the control overheads of ROME
switches from source to destination. and SEATTLE, for initialization and in steady state. We
Network topologies usedThe first set of experiments usedound that the control overheads for constructing and upgat
the AS-6461 topology with 654 routers from Rocketfuel datS8EATTLE’s one-hop DHT and ROME'’s $HT both increase
[40] where each router is modeled as a switch. To evaluate fheearly with m and they are about the same. However, the
performance of ROME as the number of switches increaséigures show that ROME's overall control overhead is much
synthetic topologies generated by BRITE with the Waxmasmaller than that of SEATTLE. This is because ROME’s
model [27] at the router level were used. Every data poiferwarding table construction and maintenance are floeding
plotted in Figures 6, 7, and 9 is the average of 20 runs froffee and thus much more efficient.
different topologies generated by BRITBHpper and lower
bars in the figure show maximum and minimum values of eaé:h
data point(these bars are omitted in Figure 7(c) for clarity).”
Most of the differences between maximum and minimum In this set of experiments the numbreof switches increases
values in these figures are very small (many not noticeabfégm 300 to 2,400 while the average number of hosts per

with the exception of |a‘[ency values in Figures 7(a) and (bﬁWltCh is fixed at 20. Thus the total number of hosts of the
network also increases linearly from 6,000 to 48,000. The

) results are shown in Figure 6. Note that eaehxis is in
B. Varying the number of hosts logarithmic scale.

For a network withn switches andn hosts, a conventional Figure 6(a) shows storage cost versuslote that while the
Ethernet require®©(nm) storage per switch while SEATTLE storage cost of SEATTLE increases with ROME’s storage
requiresO(m) storage per switch. We found that ROME als@ost is almost flat versus At n= 2400, ROME's storage cost
requiresO(m) storage per switch with a much smaller absds less than 1/20 of the storage of SEATTLE.
lute value than that of SEATTLE. We performed simulation Figures 6(b) and (c) show that the control overheads of
experiments for a fixed topology (AS-6461) with 654 switche®ROME for initialization and in steady state are both substan
The number of hosts at each switch varies. The total numhiily lower than those of SEATTLE. These control overheads

Varying the number of switches
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of ROME increase slightly witm. This is because the pathsrate at which switches fail, is called the churn rate. Figure

from publishers to resolvers in a larger network are longer.8(a) shows the routing failure rates to discovered hosts as a
function of time for ROME and SEATTLE. Different curves

D. Routing latencies correspond to churn rates of 20, 60, and 100 switches per

. . minute. At these very high churn rates, the routing failure
These experiments were performed using the same netwpé of ROME is close to zero. The routing failure rate of

tppologles (\.N'th 20 hosts per switch on aV(_erage) asin Sl"bS%%ATTLE is relatively high but it converged to zero after 100
tion VI-C. Figure 7(a) shows the latency (in average numb Lconds (40 seconds after churn stopped)
of hops) of packets to discovered hosts. Note that ROM SFigure 8(b) shows routing failure rates to unknown hosts

lSaItE?'I(':}IfLIé not much higher than the shortest-path Iatency\f)efrsus time. Both SEATTLE and ROME experienced many
: more routing failures which include host discovery faikire

. “he routing failure rate of ROME at the churn rate of 100
hosts for SEATTLE and for ROME using one and two hashe witches/minute is still less than that of SEATTLE at therchu

This latency includes the round-trip delay between sen r%{\rte of 20 switches/minute.

and resolver, and the subsequent latency from sender igure 8(c) shows the control overhead (per switch per

destination. By using two hashes instead of one, the Iatenscgcond) during a churn and recoverv period versus churn
of ROME improves and becomes very close to the latenc 9 y P

of SEATILEL A1 300, the ey of ROV (215 5 e T oy ot
actually smaller than the latency of SEATTLE. y g .

We also performed experiments to evaluate ROME aR ME is about two orders of magnitude smaller than that of

SEATTLE latencies in hybrid networks, where 20% of the ATTLE. . :
. . . ROME has much smaller routing failure rates and control
switches are replaced by wireless switches. The packey dela . . .
X ; . overhead because each switch (using the MDT maintenance
of a wireless hop is sampled uniformly frofs ms15 mg

with an average value of 1iis much higher than 100s for prqtocol) can finq_all its qeighbors in the multi-hop DT of
a wired connection. Figure 7(c) shows that SEATTLE still hasswItChes very efficiently without broadcast.

the lowest latency, but the difference between SEATTLE and

ROME is negligible. F. Performance of multicast
Both SEATTLE and ROME provide multicast support for
E. Resilience to network dynamics services like VLAN. SEATTLE uses a multicast tree for

We performed experiments to evaluate the resilience each group which requires switches in the tree to store some
ROME using two hashes and SEATTLE under network dywnulticast state. ROME uses the stateless multicast prbtoco
namics for networks with 1,000 switches and 20,000 hostiescribed in subsection IlI-C. We performed experiments
Before starting each experiment, consistent forwarditbdeta using the same network topologies (with 20 hosts per switch
and DHTs were first constructed. During the period of @n average) as in subsection VI-C. The average multicast
60 seconds, new switches joined the network and existiggoup size is 50 or 250 in an experiment. The number of
switches failed. The rate at which switches join, equal ® tlgroups is 1/10 of the number of hosts.
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which we refer to as "OSPF+DHT".

70

= We performed experiments for this network of 25,000
gGO’ -ggz';ﬂ:;w switches for 250K to 1.25 million hosts. Figure 10 shows the
3 50} I ROME 2-h routing latencies for ROME and OSPF+DHT. ROME’s latency
S ash : .
2 to a discovered host is very close to the shortest-pathdgten
240 of OSPF+DHT, much closer than the latencies in single-regio
c . . .
< 30 experiments shown in Figure 7(a). ROME's latency to an
e 20! unknown host is also very close to the shortest-path latency
£ of OSPF+DHT. Figure 11 shows the storage cost per switch,
~ 10} control overheads for initialization and in steady statbe T

performance of ROME is about an order of magnitude better

To a discovered host To an unknown host than the OSPF+DHT approach.

Fig. 10.
switches)

Latency comparison for a very large hierarchicdivoek (25,000
VII. CONCLUSIONS

Figure 9(a) shows the average number of transmissions useg, present the architecture and protocols of ROME, a

to deliver a group message versus the numibef switches. scajaple and resilient layer-2 network that is backwards-co
For multicast using a tree, this is equal to the number ofSlinlgatib|e with Ethernet. Our protocol design innovationsiide
in the tree. SEATTLE used few transmissions than ROME W ctateless multicast protocol, a Delaunay DHRHD), as
experiments for average group size 250. ROME used fewgg|| as routing and host discovery protocols for a hierarehi
transmissions in experiments for average group size 50. petwork. Experimental results using both real and syrtheti
Figure 9(b) shows the amount of multicast state (averaggwork topologies show that ROME protocols are efficient
number of groups) per switch in SEATTLE versas the anq scalable. ROME protocols are highly resilient to nekwor
number of switches. (ROME’s multicast is stateless.) Ea‘éhynamics and its switches quickly recover after a period of
switch in SEATTLE stores multicast state for a large numbgh . The routing latency of ROME is only slightly higher
of groups, i.e., thousands in these experiments. (Group-megan the shortest-path latency.
bership information stored at rendezvous points is notieti  gyperimental results show that ROME performs better than
because it is needed by_both ROME and SEATTLE.) On thg-aTTLE by an order of magnitude with respect to each
other hand, ROME requires the packet header of each groyinne following performance metrics: switch storage, coht
message to store a subset of hosts in the group. (SEATTLfessage overhead during initialization and in steady,saate
does not have this overhead.) Figure 9(c) shows the averaggting failure rate during network dynamics. To demortstra
number of hosts in a ROME packet header. For experimeniy|apility, we provide simulation performance results fo

in which average group size is 50, the number is around 3. RHME networks with up to 25,000 switches and 1.25 million
experiments in which average group size is 250, the numbgysis.

is about 6.
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covery. We demonstrate this trade-off in experimental ltesu
presented in Section VI.

Hashing to a smaller region. To reduce lookup latency,
switches can also use two independent hash functions with
the second function mapping location hashes to a smaller
region in the virtual space. For example, suppose the 2Dalirt
space of switches is ([0, 100], [0, 100]) and virtual disenc



is an accurate estimate of routing latency. If location leash
are distributed over the entire virtual space, the worseca
latency between sending a lookup request and receiving its
reply is 282.8. If the hash results are mirrored to a smaller
region ([25, 75], [25, 75]), the worst-case lookup latensy i
212.1. The average latency is also reduced by using a smaller
hash region. This technique can introduce load imbalance
among switches, i.e., switches in the smaller region store
more tuples than switches outside the region. To avoid load
imbalance, the virtual space can be partitioned into twadsl

two independent hash functions are used with each function
mapping location hashes to one half of the space.

Caching of popular hosts.If there is a set of popular hosts
in the network, caching is an effective way to provide fast
responses to lookup requests. Each access switch can imainta
a cache list that stores the locations of the most populashos
requested by its hosts.

Shortcuts. A lookup request sent to locatid#(k;) does not
have to reach the resolver that is closesHitg;). Any inter-
mediate switcts can reply to the request for host information
and stop forwarding it, under one of three conditions: %13
the access switch d&; (2) Sis a resolver ok; for a different
hash function; (3k;'s location was previously discovered by
S and stored inSs cache.



