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Abstract model for these applications. However, in the absence of
widespread deployment of IP multicast, end-system multi-
Internet radio and television stations require significant cast has emerged as an attractive alternative.
bandwidth to support delivery of high quality audio and  Many end-system multicast systems have been proposed
video streams to a large number of receivers. IP multicast is for different target applications. Each of them has its own
an appropriate delivery model for these applications. How- way to create a distribution tree. Of the ones that try to op-
ever, widespread deployment of IP multicast on the Inter- timize a tree, they generally fall into one of two categories
net is unlikely in the near future. An alternative is to build depending on which metric they emphasize in tree construc-
a multicast tree in the application Iayer. Previous studies tion, i.e., reducing de|ay or increasing throughﬁut_
have addressed tree construction in the application layer.  Consider a set of nodes (end systems) that form an over-
However, most of them focus on reducing delay. Few sys{ay on the Internet. In systems with the goal of reducing
tems have been designed to achieve a high throughput fordelay [1, 3, 4, 14], a mesh consisting of all nodes and a sub-
bandwidth-intensive applications. In this paper, we present set of logical links connecting them are first constructed.
a distributed algorithm to build an application-layer tree. Then the nodes measure Internet delays of the logical links,
We prove that our algorithm finds a tree such that the aver- and run a routing algorithm, such as the distance vector al-
age incoming rate of receivers in the tree is maximized (un- gorithm, to find best paths from each node to others.
der certain network model assumptions). We also describe |n one system with the goal of increasing throughput
protocols that implement the algorithm. For implementa- [10], logical links with high (available) bandwidtfare first
tion on the Internet, there is a tradeoff between the Overheadchosen as edges of the distribution tree. Then the system
of available bandwidth measurements and fast convergenceeeps trying to increase the bandwidth between each pair of
to the optimal tree. This tradeoff can be controlled by tun- nodes by modifying the tree topology. Unlike systems with
ing some parameters in our protocols. Our protocols are the goal of reducing delay, for which the distance vector al-
also designed to maintain a small numb@(logn), of soft  gorithm is proved to lead to an optimal state, the proposal
states per node to adapt to network changes and node fail-in [10] lacks an algorithmic method to achieve an optimal
ures. solution. In another proposal [5], a centralized algorithm
was presented to compute, for a given graph, a “maximal
. bottleneck” spanning tree rooted at a given vertex.
1. Introduction Since increasing throughput is more important than re-
. o . ) ducing delay in one-way multimedia delivery, it is desirable
Internet radio and television stations have, in the past, 5 have a distributed algorithm that finds a tree with “maxi-
been operated by companies with high-performance dedi-mg) throughput.” However, this is not a straightforward task
cated servers. The availability of broadband access and ine to the difficulties described below.
creasing computing performance of PCs have made it fea-  The first is the result of a fundamental limitation of to-
sible for individuals to run their own radio stations. As a day’s Internet, namely: there is no simple mechanism to
result, thousands of channels are serving multimedia on thepeasure the bandwidth available to a flow between two
Internet! IP multicast would be a highly efficient delivery nodes. Generally, many packets need to be sent to detect the
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congestion status of a path as well as how much bandwidth node i

a flow can use without adversely affecting other flows. In g % @
other words, bandwidth measurement requires a lot more _ =
traffic than delay measurement in the Internet. Therefore, in bi‘m\\‘\bln Z/‘ /’

designing a distributed algorithm, we should avoid measur-
ing the bandwidth of too many logical links. Thus, the first
difficulty we encounter is how to choose logical links that
need to be measured. If we choose too few, we may be un-
able to find an optimal tree due to insufficient information. 2. Network Model
On the other hand, if we choose too many, there would be
substantial measurement overhead on the network. Our goal in building a streaming media distribution tree
Another difficulty is node failures. Because end-system is to find a tree that provides the largest available band-
multicast depends on participating nodes, which are user\Nidth. Available bandwidth is determined by many factors.
machines rather than routers, it is ||ke|y that many nodesIn particular, the available bandwidth between two nodes
leave the multicast group during a session. Losing someis @ function of the underlying Internet topology and exist-
nodes would definitely change the optimal tree; thus the al-ing traffic. To simplify our model, we use the following
gorithm should be designed to be adaptive, with the ability Observations to abstract away detailed topology and traffic
to re-compute a new optimal tree without too much addi- information in our network modéi.

tional overhead. o _ e Usually access links are bottlenecks causing conges-
In this paper, we present a distributed algorithm that tion while backbone links are loss-free [15].

builds iil tree n wh_lchtit]hetavergge rec_elymg ract:e, computed e An access link has incoming and outgoing bandwidths
over all receivers in the tree, is maximized. Convergence that do not affect each other.

of the tree to an optimal tree is proved under certain net-
work model assumptions. Protocols that implement our dis- An access link is a link that connects a host or its local area
tributed algorithm are then designed to address the difficul- network to its ISP. Since congestion occurs mainly on ac-
ties discussed above. In our protocols, the distribution treecess links, we assume that the bandwidth available to a flow
is continuously updated as it converges toward an optimalbetween two nodes is determined by the congestion status
tree. When there is a node failure, our protocols will adapt of each node’s access link. The other links in between add
and the distribution tree will start converging toward a new delay, but do not limit the bandwidth of the flow.
optimal tree.

We evaluated our algorithm experimentally by simula-
tion. Our simulation results show that significant bandwidth 5 \isyal representation of our model is shown in Fig-

gain is obtained within a relatively short time duration. The .o 1 ' A node is connected to the Internet through an access
optimal tree derived achieves an average receiving rate (peiink, which has a pair of parameters: incoming and outgo-

_receiver) as much as 30 Fimes _that ofa rar_ldom tree dependl-ng bandwidths. The incoming bandwidth of a node is the
ing on the network configuration. The simulation results o qwidth from the ISP to the node, and the outgoing band-

also demonstrate how the average receiving rate increasegilidth is the bandwidth from the node to its ISP. In Figure 1,
as the distribution tree evolves. For a topology consisting bi

) ) ' represents the incoming bandwidth of the access link of

of 51 end hosts and 100 routers, it takes about eighty SeCy,54e; andpovt the outgoing bandwidth. A configuration of

onds to get close to ihe maximum. Considering t_he usu_alOur network model is defined to bel = (N, B), whereN

playback time of audio and video streams, we believe this g 5 set of nodes anfl is the set{(bi*, bo"t),i € N}. N has

1S reasonably fast. i i i n + 1 elements: a sender angreceivers. For convenience
The remainder of this paper is organized as follows. We in presenting algorithms, we assuVe= {0, 1,2 n}

introduce our network model and assumptions in Section 2. ' T et v

) . . . . “where0 represents the sender, afid 2, ..., n} receivers.
In Section 3, we first present a centralized algorithm to find Consider a distribution tree consisting of the noded’in

an optimal tree. We then present a distributed algorithm that-i-he root of the tree is node the sender. An intermediate
is guaranteed. to converge to atree as good as the one foung, e i the tree has one incoming connection from its par-
by the centralized algorithm. These results are stated as tWQt and one or more outgoing connections to its children.

theorems. In Section 4, we present protocols implementingye assyme that the outgoing link bandwidth is allocated
the distributed algorithm and address various implementa-equa"y to its children. Let: denote the number of chil-

tion issues in the Internet. An experimental evaluation of dren of node. We make the following assumption p;
our algorithm is presented in Section 5. We conclude in 7

Section 6. 4This abstraction is needed by our theorems in Section 3, but not by
our protocol implementation in Section 4.

Figure 1. Network model

2.1. Abstract model




access link.) If this node is placed high (close to the root) in

Table 1. Variables the distribution tree, selected by the greedy approach on the

Variable | Description basis of its large incoming bandwidth without regard to its
b incoming access link bandwidth of node small outgoing bandwidth, then it is possible that the tree
b"* | outgoing access link bandwidth of nodle would fail to converge to the global optimum. Thus, before
bi; | edge bandwidth from nodito node; using one of the algorithms in Section 3 to find a distribu-
r" | incoming rate of node tion tree, the values of® and b9, for i = 1,2,...,n,
et outgoing rate of node should be chosen such that the Fair Contribution Require-
ci number of children of node ment is satisfied. On the other hand, if a node, &ayas

a very largeb"t relative tobi®, it would be desirable to
choose a large value fef so long as the Fair Contribution
Requirement is not violated.

We name this requirement “Fair Contribution” because,
terized byb™ and b2" such that if nodej is a child of assuming that; is the'same, for all, the requirement states

L . (100t 1in that a node that receives more from the system should pro-

node: in the tree, therb; ; = min (Ebi b ) where  ide more to the system. We consider this to be a basic
i=0,1,...,n,5=12,...,n,andi # j. fairness principle for peer-to-peer networks.

If backbone links are not congested, then the bottleneck )
between two nodes should be one of the access links at ei2-3: Tree evaluation
ther end. Therefore, we abstract away Internet topology . . . .
and traffic by this assumption, and consider only access link The incoming ratet of'each receveris a good measure
bandwidths in our abstract model. (This abstraction is usedfor evaluating a distribution tree_, because it represents the
by our theorems in Section 3. In our protocol implementa- amount of data that can be delivered from the root to the

tion, described in Section 4; ; is obtained by measuring receiver per unit time. Given a network modél = (N, B)
the available bandwidth from nodeo node;.) and a tree consisting of the nodesVn we can compute®

Theincoming (receiving) ratef nodei is the minimum for every receiver nodé. A list of these rates is called a

theedge bandwidtlfrom node: to a child nodej, for every
edge in the distribution tree.

Edge Bandwidth Assumption Each nodei is charac-

of edge bandwidths on the path from the root node to node"@t€ Vector & = (ri"’, 73", ..., ;7). Note that each tree has
i an associated rate vector. _ _
PN min by 1) We can compare d|str|b_ut|o_n _trees by comparing t_helr
k=10 T rate vectors. However, it is difficult to determine which
where (0 = ig,i1,...,4 = i) is a path from the root to ~ Vector is better. The best vector for one receiver is not nec-
nodei. Theoutgoing (sending) ratef nodei is defined as ~ essarily the best for another. We can define a partial or-
follows. der as follows: For rate vector&; = (r{,73,...,rl) and
out A Ry = (r?,73,...,72), Ry > Ry ifand only if r} > r2 for
fo = hin <ri 7C_ibi ) 2) all 4, 1 < i < n. With the partial order, although we do

not know in general which rate vector is “best,” it should be
clear that if there is a best vector, it must be a rate vector
2.2. Fair Contribution Requirement that is not less than any other rate vector. However, for a
given network model/, there are usually more than one
The centralized and distributed algorithms to be pre- such “locally optimum” rate vectors. Trying to find one of
sented in Section 3 are “greedy” algorithms. For these al-these is too conservative a strategy. If we stop after finding
gorithms, in order for the distribution tree to converge to a a rate vector that is not less than any other, we may overlook
global optimum, rather than a local optimum, the following a chance to increase a large amount of rate for one receiver
condition is needed. by sacrificing a little for another. To take the overall rate
) o ) _ _ increase into account, we evaluate a distribution tree by its
Fair Contribution Requirement  If ;" > b, then average incoming raté > rin,
2t > Cijbgut, fori,j € {1,2,...,n},i # j.

Table 1 summarizes the variables we have defined.

This requirement states that a node that receives more3' Optimal Algorithms
shoqld provtu_zle mtoret_tof_e:(;)h of |tsdct:;:d:ehn. SLIJppos_e this We define an optimal distribution tree to be a tree that
requirement s not satistied by a node thathas a large INCoMyy, oyim705 the average incoming rate of a receiver. In this
ing access link bandwidth and, relatively, a very small out-

. . . L . section, we first present an efficient centralized algorithm
going access link bandwidth. (This is typical of an ADSL and prove that it computes an optimal distribution tree. Next

5See proof of Theorem 1 in Appendix A. we present a distributed version of the algorithm and prove




CENTRALIZED-OPTIMAL-TREE DISTRIBUTED-OPTIMAL-TREE
1T @, X —{0},Y —N—{0},r — o0 > Code for noder (0 < z < n).
2 whileY # @ 1 periodic probe:
3 do v « a node inX such that-"* = max;ex 9™ 2 choose a random ancestoe A
4 w «— anode inY such thabl? = max;cy bi® 3 if min(ri®, by) > ri
5 T — TU{(v,w)} 4 send(probe;z, ri*, b, b3, ¢,) to @
6 X« X U{w}
7 Y Y —{w} 5 upon receivingprobey, ri, bi', b", ¢, ):
8 if {z|(v,2) €T} =co 6 ifygCandr) <ro™
9 X =X —{v} 70 |C] < e or minyec 7™ < min (725, Log)
10 return 7 8 NewChild — y
Figure 2. Centralized algorithm 9  elseifmingec by > 7y
10 m < arandom child
that it converges to a tree that has the same rate vector as thell send(probeyy, ry’, by, by™, c,) to nodem
optimal tree computed by the centralized algorithm. 12 elseignore the(probe message

13 elseignore the(probe message
3.1. Centralized algorithm
14 upon receivingchild, y) or NewChild # NIL:
Figure 2 shows the centralized algorithm to find an opti- | 15  if NewChild # NiL
mal distribution tree X is a set of nodes that can accommo- | 16 y < NewChild
date more children, and a set of nodes that are not added | 17 NewChild — NiL
to the tree yet. Initially, only the root node is i, and the 18 C—Cu{y}
others are inY". In each iteration, the algorithm selects a 19 if ‘,C| > Ca )
node with the highest outgoing rate ¥, and a node with | 20 findisuch thab, ; = minyec b
. . : . : 21 C—C—{l}
the highest incoming access link bandwidtlyinThe edge 20 ity £1
connecting them is then added to the ti2e Nodes that 23 send(acceptyr) to y
cannot accept a child any more are deleted ffom 24 finds such thab,,; = maxvec ba.o
This algorithm is similar to the centralized algorithm in | 25 send(child; 1) to nodei
[5] in that both algorithms are based on the greedy method.| 26 else sendaccept;z) to y
However, both our abstract model and objective function for
optimization are different from the ones in [5]. 27 upon receivindaccepty):
The following theorem is proved in Appendix A. 28  send(leave;z) to nodep
Theorem 1 With Edge Bandwidth Assumption and Fair | 29 Py
Contribution Requirement, CENTRALIZED-OPTIMAL -
TREEYields a tre€l’ that maximizes the average incoming
rate L S0 | rin,

i=1"1

3.2. Distributed algorithm Figure 3. Distributed algorithm

30 upon receivingleave;y):
31 CeC—{y

In a distributed version of our algorithm, each node Section 4, we describe several protocols that provide node
maintainsO(logn) states about its ancestors in the tree. z with up-to-date values of its variables.)
The distributed algorithm is specified by the actions of each  In Lines 1-4, noder chooses an ancestor randomly.
node, presented in Figure 3, where naddenotes some Random choice does not compromise algorithm correctness
node inN. State variables maintained by nadare shown  as long as the root node has nonzero probability to be cho-
in Table 2. Protocol messages sent and received betweesen. It only affects how fast a tree converges to an opti-
nodes are shown in Table 3. mal distribution tree. If the chosen ancestor can be a better

Initially, we assume that the state variablegndC, in parent than its current one, nodesends &probe mes-
each node have been assigned values such that the nodes §age to the ancestor. Lines 5-13 describe the actions taken
N form an arbitrary tree rooted at node 0. The variales, when a node receivesprobe message. If the node cannot
andC, are updated as shown in Figure 3. In our abstract net-provide a higher rate than the current incoming rate of the
work model,bi", b9u*, andc;, are known constants, for all  probing node, the message is discarded. If it has room for
i € N, and they satisfy the Fair Contribution Requirement. a new child or the probing node is able to provide a higher
Also, b, ;, for all i, j € N, are known constants, and they rate to child nodes than one of the childrerwpiit accepts
satisfy the Edge Bandwidth Assumption. (In our protocol the probing node by settinewChild to the probing node,
implementation of the distributed algorithm, presented in which activates the next part of the algorithm. Otherwise,

4



Table 3. Messages of DISTRIBUTED-OPTIMAL-TREE(0 < i < n)

Message Sender Meaning
(probeji, ri*, bi*, b%%, ¢,) | i or receiver's parent The receiver is asked to be a new parent of node
(child; ) receiver's parent | The receiver is asked to accept nades a child.
(accepti) i Nodei has accepted the receiver as its child.
(leave;i) i Nodes is no longer a child of the receiver.
Table 2. State variables of node =z this protocol, the processing overhead of joins is distributed

over all nodes. Because every node in the tree is capable of

Variable | Description A g
handling join requests, the sender’s load is further reduced

P parent . - .

C set of children by announcing addresses of other tree nodes, in addition to
A set of ancestors the sender, over the out—of—_band channel.

pin incoming access link bandwidth of node When the join request afis accepted by nodg y sends

to x a range of sequence numbers indicating the part of the
data stream available frogmm Nodez notifiesy of a chosen
starting sequence number, apdstarts data transmission.

pout outgoing access link bandwidth of node
ba.c bandwidth from node: to a childc (¢ € C)

Ca maximum number of children 2 . PR
in incoming rate of node After joining the tree, the state variablesaoére initialized

z . _ _ _ _ in __ t
rout outgoing rate of node as follows.p =Y =20=0A4=0"0 =" .
be. | bandwidth from an ancestarto nodez (a € A) oo, andri? = r"* = 0. The root node has the same initial
rin incoming rate of an ancestar(a € A) values exceptg’ = oo

the (probe message is forwarded to a node chosen ran-4-2. Tree information update

domly among its children. When Lines 14-26 are triggered ] )

by NewChild or a(child) message, the new node is added Edge bandwidthb, . The Edge Bandwidth Measurement
to the children set and the worst (lowest edge bandwidth)Protocol measures, . from actual data transmission to

child is cut and forwarded to the best child with{hild) avoid introducing extra traffic. Node forwards data pack-
message. Lines 27-29 handle the reception ofamtep} ets toc using the congestion control mechanism of TCP.
message from a new parent, and Lines 3031 handle thd" the data stream, there are marker packetsnarkers
reception of gleave message from a child. inserted by the root. In between two consecutive markers,
The following theorem is proved in Appendix B. 32kB of data are transmitted. A marker has three fields:
Theorem 2 With Edge Bandwidth Assumption and Fair S€d-from ,seq.to,andr_in . The lastfields .in , is the
Contribution Requirement, DISTRIBUTED-OPTIMAL - incoming rate of the node who sends the marker; this field,

TREE makes the distribution tree converge to a tree Updated atevery nod_e, is used by the Bottleneck Discovery
that has the same rate vector as the one obtained withProtocol to be described belovseq _from andseq _to

CENTRALIZED-OPTIMAL -TREE. are set by the root and do not change. They contain the se-
guence numbers of the data packet following this marker,
4. Protocol Implementation and the data packet preceding the next marker.

A marker initiates throughput measurement. Nade
To implement DSTRIBUTED-OPTIMAL - TREE, several records the time when it receives a marker. When the data
protocols are needed to initialize state variables in eachpacket whose sequence numbeseas| _to arrives,c calcu-
node and measure up-to-date values of these variabledates throughput from the amount of received data and the
namely: the Join protocol, the Edge Bandwidth Measure- elapsed time since it received the marker. In a case when
ment protocol, the Bottleneck Discovery protocol, and the the data packeteq _to is lost in transmissior; calculates

Ancestor Token protocol. throughput when the next marker or a data packet whose se-
] guence number is larger tharq _to arrives. The smaller
4.1. Joins of the measured throughput ahit is an estimate o, .,

and sent taz. (Note that inz, until it receivesb, . from

c for the first time,c is excluded whenever compares its

children to select one of them in the distributed algorithm.)
Throughput is a convenient metric for available band-

width, used in some previous studies [10, 8]. Other avail-

Each joining node knows the root (sender) address
through an out-of-band channel, such as WWW. When the
root receives a join request from nodex # 0, the root
acceptse as a child if the root has fewer children than
Otherwise, the root returns the address of one of its chil-

dren, say nodé The_n_l’ sends a join request o This pro- _ 50ur data transport protocol does not use other features of TCP, such
cedure repeats until is accepted by some tree node. With as reliability.




able bandwidth estimation methods [7, 9] can also be usedAncestor information A, ri*, b,, Since Edge Band-
instead. A disadvantage of using throughput to estimatewidth Measurement protocol is run only between a parent
bandwidth is that: must receive all of the data packets in and a child,b, , needs to be measured separately. A con-
between two markers before it forwards the first marker to cern is that measuring, , may overwhelm if many de-

c. Otherwise, data transmission rate may be limited by the scendants af try to measure simultaneously. So, instead of
receiving rate ofr, rather than the bandwidth between letting « choosex arbitrarily, we design the Ancestor Token
andc. It certainly increases latency. Although we can avoid protocol which takes care of Lines 2—3 in the algorithm.
this latency by using dummy data to measbiye, we letx In the Ancestor Token protocol, nodeissues a token
wait to use the actual data stream because our protocols aréacket) containing'®, whenevera has one or more chil-
designed for bandwidth-intensive applications. dren. The token is passed to a randomly chosen child. When
nodex receives a token from, it passes the token to a ran-
dom child if a is its parent. Otherwise, it either keeps the
token with probabilityp, or forwards the token to a random
child with probabilityl — p. If xz is a leaf node, it always
keeps the token. Keeping the token means thehooses

Outgoing access link bandwidthb2®t ot is estimated
‘C‘ Y cccbec if C # @, andoo otherwise. When
\C| = ¢, this is simply the total edge bandwidth and might
be inaccurate if the outgoing access link is not saturated.

However, an intermediate node in a distribution tree usually "~ """, . o .
has more outgoing traffic than incoming traffic because the® " Line 2. While z has the tqken frona, it is entitled
to measure, .. Note thatx retrievesr* from the token,
node has more than one child. Besides, an access link with Which is needed in Line 3. a
more outgoing bandwidth than incoming bandwidth is rare. L
going g The measurement procedure is similar to the Edge Band-

Therefore outgoing links are likely to be congested and the . -
total edge bangdwigth would be a{:]ood estimgte for the out-Vidth Measurement protocol. Each node stores in its buffer

going access link bandwidth. Whe€@'| < ¢,, the above
formula tends to overestimatig"t and accordingly gives an
advantage ta in finding its position in the tree. However,

in the case that is located higher in the tree than it should
be,x has a higher probability to get a new child. Eventually

C of x becomes full and the inaccuracy is corrected.

Number of children ¢, and incoming access link band-
width p'* Initially ¢, is set to2. To satisfy the Fair Contri-
bution Requirement;® is assigned to beLbOut Although

at least two consecutive marker packets and all data packets
in between them. Node sends a protocol messageatoe-
guesting measurement. Therransmits two markers with
data between thend, . is estimated as in the Edge Band-
width Measurement protocol. One difference is that the end
of data transmission is detected by timeout in case the last
data packet and the second marker are lost.

After b, , has been measured or the token is lost (de-
tected by timeout)q is ready to issue a new one. By ad-
justing how often tokens are issued, each node can control

this is a stronger condition than that in the Fair Contribution the amount of traffic used for bandwidth measurement from

Requirement, it is simple and easy to implement.
case, if noder is willing to support more children without
reducing its current incoming rate, it can increagevhile

In this jtself to descendants.

After getting i and b, .., = runs the remaining part
(Lines 3-4) of the algorithm. The Ancestor Token proto-

not violating the Fair Contribution Requirement so long as col removes the need for keeping information on ancestors.

the following condition is satisfiedbi® = Lpout > rin,
The reason is as follows. Wheznmcrease&w, it should
decreasé to the new value ofc:bgut to satisfy the Fair

Contribution Requirement. The reducgfl might causer

to be moved to a new optimal position by the algorithm.
However,r" remains unchanged, because otherwise there

must be a nod@ on the path from the root te that has
a smaller incoming bandwidth and it meanss not at an
optimal position.

Incoming rate r7* The Bottleneck Discovery protocol
providesrin. The root sets _in in each marker to “in-
finity.” When a node receives a marker from its paremt
it compares _in in the marker and, ;. If b, ; is smaller,

i overwritesr _in with b, ;. The marker is then forwarded
to ¢'s children. Thus, when the marker reaches nedmd
has been updated by, r _in contains the minimum edge
bandwidth on the path from the root to nacle

Outgoing rate 7"  When noder hasri®, b2, andc,,
rout is obtained directly from Eqg. 2.

A is no longer needed to run the algorithm. Therefore the
amount of information kept by nodeis O(c;,).

4.3. Node leaves and failures

In end-system multicast, we should pay more attention
to node failures, because end systems are less reliable than
routers in IP multicast. Therefore, it is critical to have ad-
dress information about ancestor nodes. In our implemen-
tation, an important side effect of the Ancestor Token Pro-
tocol is propagating a node’s address to descendants. When
a node has lost its parent, it is desirable for the node to con-
tact its closest ancestor in the tree. We add a field called
distance into the token packet to enable each node to
construct a path from the root to itselfistance s ini-

tially set to0 by the node issuing a token, and incremented
by one by every node receiving it. Each node caches a list
of ancestors containing their addresses and distances. These
are soft states to help recovery from node failures. If a node



detects the loss of its parent by timeout, it sends a join mes-though the mean of the bimodal distribution is larger than
sage to nodes in its ancestor cache starting from the closestat of the normal distribution. The reason is that twenty
one. In the case of a voluntary leave, a leaving node sendgercent of the nodes drawn from the bimodal distribution
its parent’s address to all its children, so that they can sendhave very small bandwidths. It indicates that a small frac-

join messages to their grandparent. tion of low bandwidth users can significantly slow down a
large part of the tree. In such a case, tree improvement is
4.4. Rate adaptation critical.

_ o Another thing to notice is that the rate decreases (moves

In an optimal distribution tree, a node may need to make toward the origin) as the number of nodes increases. It is

the data stream forwarded to its child have a lower rate thanmore noticeable for random trees. The decrease for Opt|ma|
the rate of the data stream it receives, if its outgoing rate trees is, however, relatively small. Therefore, a tree with

is smaller than the incoming rate. A straightforward way more nodes gets more benefit from our algorithm.
to deal with this situation is to transcode the data stream

[13]. However, it may impose too much processing over- 5.2. Convergence speed

head on nodes. A better solution is to use hierarchical (or

layered) encoding. A concern with this approach is that a  In practice, how fast a random tree converges to an opti-
tree topology change may not lead to quality improvement mal tree is also important. The convergence speed is heavily
if the new incoming rate of a node is less than the cumula- dependent on how tokens are distributed, because they trig-
tive rate of the next layer. However, Yang et al. have shown ger relocation of nodes. Figure 5 shows how long it takes to
that 80% of the average incoming rate of an optimal tree achieve 80% of the maximum average incoming rate with
can be utilized with a few (4 or 5) layers if the rates of lay- differentp, the probability to keep a token. Each point rep-
ers are chosen carefully [16]. This indicates that available resents an average over ten runs. Elapsed time is measured
bandwidth increase is likely to improve quality for receivers in rounds A round is the period during which each node is-

when hierarchical encoding is used. sues a token once. We assume that every node issues tokens
periodically. One round should be long enough for token
5. Evaluation propagation and edge bandwidth measurement. We also as-

sume that edge bandwidth measurements are accurate. The

We use the following access link bandwidth distributions effect of inaccurate measurements will be discussed in Sec-
that include both slow (.05 Mbps) and fast (5 Mbps) links: tion 5.3.
a uniform distribution over the interval05, 5), a normal As shown in Figure 5p should be large for fast con-
distribution with mean 2 and standard deviation 2, and a bi- vergence. With a smal, most tokens are wasted by leaf
modal distribution consisting of two normal distributions, nodes. In simulations witp larger thar0.9, the speed gain
of which the means are .05 and 2.5, and the standard deviabecomes negligible, so we uge= 0.9 in later simulations.
tions are .02 and 2, respectively. In the bimodal distribution,  Figure 6 demonstrates how the average incoming rate
20% of the receivers are selected from the first normal dis-changes over time. A tree has 500 nodes, and the average
tribution. Similar distributions have been used in previous incoming rate is normalized with respect to the maximum

multicast studies [11, 16]. average incoming rate. Though convergence to the maxi-
_ ) mum takes hundreds of rounds, most rate increase happens
5.1. How good is the optimal tree? within a short duration, about 50 rounds.

To show that convergence time is not sensitive to the
To show that an optimal tree increases the average in-number of nodes, we plot the normalized average incoming
coming rate significantly, optimal trees are compared with rates both at the beginning and after 50 rounds in Figure 7.
random trees. A random tree is built with a given num- Each point is obtained by taking the average of 10 runs.
ber of nOdeS, whose access link bandwidths are drawn fromThough the average incoming rates after 50 rounds decrease
one of the three distributions described above. An Opti' as the number of nodes increases from 100 to 800, the de-
mal tree with the same set of nodes is computed usingcrease speed is slow. Besides, the initial average incom-
CENTRALIZED-OPTIMAL-TREE. We plot the average in-  ing rates decrease more as the number of nodes increases.

coming rates of both trees in Figure 4, with the number of Therefore, the convergence speed is actually higher for a
nodes varied from 100 to 800. Each point represents thejgrger group.

mean over ten simulations.
For all distributions, an optimal tree has a much higher 5.3, Bandwidth measurement errors
average incoming rate than a random tree. Note that ran-
dom trees with the bimodal distribution have lower average In Figure 8, we investigate the impact of inaccurate
incoming rates than those with the normal distribution, even bandwidth measurements on the average incoming rate.



700 T T T T T T !
100 nodes —+— 09
600 E. 200 nodes ---x--- |

400 nodes ---*--- 08
800 nodes iz} 07
0.6

05 H | i
04l i q

~

500 |

I
2

T T

? 100 nodes 400 | ! 1
- 800 nodes
03 S
0.2 |

o
o
Convergence Time (Rounds)

Uniform

Uniform —+—

Normalized Average Incoming Rate

Optimal Tree Average Incoming Rate
-

Normal —— o1 ff Normal -
‘Blmoda\‘— k- o P ) ) imodal -------
0 05 1 15 2 0 50 100 150 200
Random Tree Average Incoming Rate P Time (rounds)
Figure 4. Optimal trees Figure 5. Convergence time Figure 6. Evolution of aver-
vs. random trees VS. p age incoming rate
@ ! R e T T T T T 450
£ 8 TR, g 400 b
g ofr S . c osf s b £ 30
§ after 50 rounds g ; E 0
g pom e | B 081
g B Bimodal —-x--- | % £
T 02 Moy ] g 02 L oo § 100 Uit
g & Normal ---x--- E 50 ¢ Normal ------- 4
[ —— ———" S L. o Lo, Bimodal X o il . . Bimodal
100 200 300 400 500 600 700 800 0 005 01 015 02 025 03 035 04 0 20 40 60 8 100 120 140
Number of Nodes Coefficient of Variation of Measured Edge Bandwidth Time (Seconds)
Figure 7. Average incom- Figure 8. Effect of mea- Figure 9. Evolution with
ing rates in 50 rounds surement errors measured bandwidth

The tree has 500 nodes. Whenever a node measures an edjave mentioned before, that measurement errors result in a
bandwidth, the value is drawn from the normal distribution low average incoming rate. The second is that throughput
with a mean value equal to the accurate edge bandwidthmeasurements with 32 kB blocks give a significantly lower
We change the coefficient of variation (CoV) of the normal value than the actual edge bandwidth, especially for those
distribution to vary the degree of errors. The ratio of the with high bandwidth; a 32 kB block may fail to saturate
average incoming rates (after 50 rounds) for trees with in- such a high bandwidth edge. Due to low link utilization, the
accurate and accurate measurement is plotted. measured edge bandwidth becomes lower than the actual

The ratio decreases linearly as CoV increases. In ordervalue, and the average incoming rate is also lower than it
to achieve a ratio higher than 0.8, CoV should not exceedshould be. However, the algorithm is still effective because
0.3. Some congestion control protocols designed to avoidall it needs is relative comparison among edge bandwidths.
sending rate fluctuations have sending rate CoV lower than Even with the inaccurate bandwidth measurements, the
0.3 [17]; therefore, the throughput of one of these protocols curves in Figure 9 look similar to those in Figure 6. In Fig-
would be suitable for edge bandwidth estimation in our al- ure 9, the average incoming rate increases for about eighty
gorithm implementation. Protocols with larger CoV such as seconds and stays at a relatively stable level. Since the usual
the AIMD (additive increase/multiplicative decrease) proto- playback time of audio and video streams exceeds minutes
col of TCP can also be used by having a sufficiently large and even hours, we believe that this is acceptable for such
measurement timescale to decrease CoV [6]. applications.

Figure 9 shows the average incoming rate traces using
AIMD throughput to estimate edge bandwidths. The simu- 6. Conclusion
lations are run using the ns—2.1b9 simuldton a topology
generated with the Transit-Stub model of Georgia Tech In-  Finding a good tree topology is critical for the perfor-
ternetwork Topology Models (GT-ITM) [2]. The topology Mance of bandwidth-intensive multicast applications. We
contains 75 stub and 25 transit routers. one sender nodd'ave proposed a distributed algorithm to build a tree in the
and 50 receiver nodes are added to the topology. Acces@pplication layer, and proved that it finds an optimal tree,
link bandwidths are drawn from the three distributions de- Which maximizes the average incoming rate of receivers
scribed at the beginning of this section. Due to large varia- Under certain network model assumptions. Unlike other ap-
tion in throughput measurements, the average incoming rate®roaches using heuristics to find a local optimum, our al-
curves show large fluctuations. One thing to notice is that 9ofithm is always heading toward the global optimum. We
the average incoming rate is much lower than the averagehaVe described protocols to implement the algorithm on the

of the bandwidth distribution. The first reason is, as we Internet. Since a node does not keep any hard state in our
implementation, it is resilient to membership changes and

Thttp://www.isi.edu/nsnam/ns/ failures.
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Figure 10. Converted Trees

any incoming rate of nodes kis subtree, becaudés posi-
tion in T is chosen to maximizg’s incoming rate when the
Edge Bandwidth Assumption holds.

If k's position inT" is occupied by nodéin T4, there
are two possibilities depending on whetlieis I's descen-
dant or not. If it is, T} is obtained by exchanginigand!.

By (ii), k's incoming rate does not decrease. Sikceas
been chosen in Line 4, we know the following inequality
holds.

o
TR 2T

®3)

Therefore, by Eq. 3 and the Fair Contribution Requirement

the incoming rates of the nodes on the path friota % in

Ty_1 do not decrease. There is also no change to the incom

ing rates oft’s descendants ifi;,_; because their ancestors
remain same. The only concern is ndde

To calculate’s new incoming rate, suppose thaandg
are parents of andk in T4, respectively. The left tree
in Figure 10 represents;,_,, and the rightl},. The area
surrounded with a dotted line is the common parf'cdind
Tx_1, and contains nodds 2, ...,k — 1.

Thenrgut = r9ut’ > rout’ py the algorithm. Because

the new incoming rate dfis min (rg““, b}“) by the Edge

Before calculating the incoming rate changeg'sfde-
scendants, we claimg"’ > min (b}f, ibzut). If not,
there exists a bottleneck node on the path fronD to ¢
such thates*’ is equal torg"t’. It means we can achieve
a higher average incoming rate by exchanging nadand
nodek, which contradicts thdfy, _; maximizes the average
incoming rate.

We knowb;™ < b;* by Line 4, and accordingly- by <
ib%‘“ by the Fair Contribution Requirement. By this and
the previous claim, we geg“t’ > min (b}“, Cilb?ut). Since
q provides a higher rate thahcan forward to its chil-
dren, the incoming rates @6 descendants do not decrease.
Therefore, we can obtaify, with both properties.

By induction,T,, maximizes the average incoming rate.
SinceT,, = T by the first propertyl is a tree that maxi-
mizes the average bandwidth. O

B. Proof of Theorem 2

Proof We first prove a stronger version of the theo-
rem under an assumption that all incoming and outgoing
bandwidths are distinct. The stronger version is that, by
DISTRIBUTED-OPTIMAL-TREE, a tree converges to the

'one obtained by ENTRALIZED-OPTIMAL-TREE. With-

out loss of generality, we assume th{at2,...,n) is the
order in which receiver nodes are added to the ffee
by CENTRALIZED-OPTIMAL-TREE. We use induction on
nodes. The base case is trivial, because fdddixed.

Suppose as induction hypothesis that, while running
DISTRIBUTED-OPTIMAL-TREE, hodes 1,2,...,k — 1
forms the same topology as they havdinNo node among
them will move because theiprobé messages are dis-
carded in Lines 6—7 of the distributed algorithm.

Consider nodé. If k is already in the same position as
in 7', we are done. Otherwisé,s incoming rate must be

Bandwidth Assumption, there are two cases depending onlower thank’s incoming rate inl" because’ is an optimal

which value is the smaller. bf;;ut’ > bin, I's new incom-
ing rate after exchange will b&", which is not less than
the previous value because it is the maximgean get. If
reut’ < bin, I's new incoming rate will be2®t’, which is
equal tori’, sincebi™ < bi* by Line 4. In this case the net
effect fork’s and!’s incoming rates is as follows.

(ks rate change+ (I's rate change

in in/ in/ in/
=@y —-r')+ (Tk - ) >0 (byEq.3)
Thereforel, satisfies both properties.
If k is noti's descendant]}, is obtained by exchanging
k's subtree and's subtree. Since we have shown that nei-
ther k’s incoming rate nor the sum dfs and!’s incoming

rates doesn’'t decrease by exchange, it suffices to show th

the incoming rates dfs descendants do not decrease.

10

althe same rate vector d$

tree and all bandwidths are distinct (no tie). Eventually
sends dprobe message t6 becausé clearly satisfies the
condition in Line 3 ifk is not at an optimal position. (Send-
ing a({probe message to a non-root ancestor can accelerate
the convergence, without compromising this proé@fgan-
not receive more than it doeshbecause all such positions
are filled out by nodes, 2,...,k — 1. However, it keeps
sending{probeé messages until it reachés parent inT'.
Sincek is the best node among the remaining oridseats
any node in Line 7 and moves to its optimal position.

By induction, all nodes move into their optimal positions
and result in forming a tree equal Ta

If bandwidths are not distinct, we may encounter
ties, but they do not affect incoming rates. Therefore,
DISTRIBUTED-OPTIMAL -TREE converges to a tree with
O



