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Abstract

Understanding the abilities of LLMs to reason
about natural language plans, such as instruc-
tional text and recipes, is critical to reliably
using them in decision-making systems. A fun-
damental aspect of plans is the temporal or-
der in which their steps needs to be executed,
which reflects the underlying causal dependen-
cies between them. We introduce CAT-BENCH,
a benchmark of Step Order Prediction ques-
tions, which test whether a step must neces-
sarily occur before or after another in cooking
recipe plans. We use this to evaluate how well
frontier LLMs understand causal and temporal
dependencies. We find that SOTA LLMs are
underwhelming (best zero-shot is only 0.59 in
F1), and are biased towards predicting depen-
dence more often, perhaps relying on temporal
order of steps as a heuristic. While prompt-
ing for explanations and using few-shot exam-
ples improve performance, the best F1 result
is only 0.73. Further, human evaluation of ex-
planations along with answer correctness show
that, on average, humans do not agree with
model reasoning. Surprisingly, we also find
that explaining after answering leads to bet-
ter performance than normal chain-of-thought
prompting, and LLM answers are not consis-
tent across questions about the same step pairs.
Overall, results show that LLMs’ ability to de-
tect dependence between steps has significant
room for improvement.

1 Introduction

Planning is central to decision making and has been
studied in various domains such as robotics and em-
bodied environments (LaValle, 2006; Jiang et al.,
2019). To follow, revise, or customize a plan, one
must be able to reason about the steps involved as
well as their causes and effects (Brahman et al.,
2023; Lal et al., 2024). Recent work on evaluating
reasoning in plans focuses on classical problems
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Almond Flour Chocolate Cake

…
Step 6: Stir in ground almonds.
Step 7: Add half flour and half milk.
Step 8: Use wooden spoon to stir.
…
Step 12: Whip cream till stiff peaks
…

Q: Must Step 6 happen 
before Step 8?

Questions about 
dependent steps

Q: Must Step 7 happen 
after Step 6?

Questions about 
non-dependent steps

A: Yes, all ingredients have 
to be in bowl before stirring

A: No, almonds can be 
added after flour and milk

Parallel StepsPreconditions

CAT-Plan

Dependent
Steps

Figure 1: We use step-pair dependency annotations to
create CAT-BENCH, a question-driven evaluation frame-
work for plan-based reasoning. Questions in this bench-
mark elicit reasoning about different causal relations
such as preconditions, effects and step independence.

such as Blocksworld (Slaney and Thiébaux, 2001;
Valmeekam et al., 2023), simulated environments
like AlfWorld (Shridhar et al., 2021), or restricted
language such as PDDL (Zhang et al., 2024b).
However, real-world natural language plans cannot
be executed to test for correctness and reliability.
This paper describes a new question-driven evalua-
tion to better study the detailed causal and temporal
connections within such plans.

Given a plan, such as making a cake in Fig-
ure 1, one must understand its various aspects to
answer questions about it. Answering if ground al-
monds should be added before stirring the mixture
requires understanding that a precondition for mix-
ing evenly is that all ingredients should be added
already. But reasoning about whether flour should
be added after almonds requires figuring out step
independence since the order of adding ingredients
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doesn’t matter here. Such causal aspects are en-
coded in temporal step dependencies of plans. We
modify the Recipe Flow Graph Corpus (Yamakata
et al., 2020), containing recipes with substep pro-
cedure dependencies, to construct a new question-
based dependency benchmark. CAT-BENCH con-
tains 4260 questions about causal dependencies
spanning 57 unique plans.

West et al. (2024) show that LLMs create expert-
like outputs, but their generative capability does not
necessarily indicate a correspondingly strong capa-
bility to understand underlying phenomena. While
LLMs appear to generate good plans, it’s unclear
how well they understand important aspects of the
steps themselves. We thus use CAT-BENCH to test
whether LLMs can identify step dependencies that
reflect the causal and temporal structure of the plan.
We find that current LLMs struggle to identify step
dependencies, often performing close to random
chance, raising more questions about their under-
standing of instructional text.

Using notions of consistency to evaluate their
robustness, we also show that almost all out-of-
the-box LLMs are largely unreliable. Few-shot
prompting with retrieved exemplars improves per-
formance and consistency (0.49 → 0.68 F1 for
gpt-4o). Explanation-based generation offers an-
other route to improve model performance and re-
liability on reasoning tasks (Camburu et al., 2018;
Rajani et al., 2019; Kumar and Talukdar, 2020).
Prompting LLMs to explain their decisions also im-
proves performance on CAT-BENCH (0.49 → 0.7
F1). Despite these gains, there is still a large room
for improvement in identifying step dependencies.
When also considering the quality of the explana-
tions, the average human ratings for satisfactory
answers from SOTA LLM’s is only ∼3 (out of 5).
Further, contrary to prior findings, using chain-of-
thought prompting (CoT), i.e., reasoning before
answering (Wei et al., 2022b), performs worse than
answering first and then explaining it, indicating
inconsistencies in model reasoning.

In summary, this paper:

• Introduces CAT-BENCH, a benchmark to eval-
uate the causal and temporal reasoning abilities
of LLMs over instructional plans.

• Demonstrates that current LLMs cannot pre-
dict causal dependencies in plans well, and
highlights what aspects are most difficult.

• Evaluates explanations for correctness and as a
prompting mechanism to improve reasoning.

• Analyzes successes and failures of LLMs, find-
ing that generating a prediction followed by an
explanation is significantly better than CoT.

2 Related Work

Early work in text understanding argued for the im-
portance of understanding plans and goals (Schank
and Abelson, 1977). Generating plans (Aoulado-
mar and Saint-Dizier, 2005) involves different
types of understanding such as temporal reason-
ing and entity state tracking. NaturalPlan (Zheng
et al., 2024) present real-world tasks with natural
language interaction, but are only limited to three
tasks. PlanBench (Valmeekam et al., 2023) showed
that LLMs were unable to generate executable and
effective plans, but focused on simulated worlds
with restrictive PDDL syntax. Lyu et al. (2021)
proposed the Goal-Oriented Script Construction
task, where a model produces a sequence of steps
(or a plan) to accomplish a given goal. ChattyChef
(Le et al., 2023) uses the conversational setting to
generate cooking instructions and iteratively refine
its step ordering. CoPlan (Brahman et al., 2023)
collects conditions associated with a revised list of
steps for the task of plan revision to satisfy con-
straints. Lal et al. (2024) study the use of LLMs
for plan customization according to user require-
ments. LLMs have been shown to generate plans
well but it is unclear how well they truly understand
all aspects of these plans.

Plan understanding tasks involve multiple as-
pects such as entity states (Bosselut et al., 2018;
Henaff et al., 2017), linking actions (Pareti et al.,
2014; Lin et al., 2020; Donatelli et al., 2021), next
event prediction (Nguyen et al., 2017; Zellers et al.,
2019; Zhang et al., 2020a) and more. OpenPI (Tan-
don et al., 2020; Zhang et al., 2024a) enables en-
tity tracking in how-to procedures. Zhang et al.
(2020b) formalize several multiple-choice tasks
related to step- and goal- relations in procedures.
Kiddon et al. (2015) explore predicting dependen-
cies in cooking recipes and related tasks. Similar
work has been done on identifying dependencies in
multimodal instructions with images and text (Pan
et al., 2020; Wu et al., 2024). PizzaCommonsense
(Diallo et al., 2024) is a dataset for learning com-
monsense about intermediate and implicit steps for
cooking recipes, and contains explicit input/output
pairs of each action with fine-grained annotations.
Choice-75 (Hou et al., 2023) aims to study deci-
sion branching in plans by generating user scenar-
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ios and choices for various steps within the plan.
CREPE (Zhang et al., 2023) measures how well
LLMs understand the comparative likelihood of
two events occurring in a procedure. There are a
variety of datasets evaluating different aspects of
plans, but there is a lack of one that clearly studies
the prediction and explanation of temporal ordering
constraints on the steps of an instructional plan.

3 CAT-BENCH

Understanding plans requires reasoning about how
different steps in a plan relate to each other. In this
work, we focus on the ability to recognize tempo-
ral dependencies between steps i.e., deciding if a
one step must happen before another. Typically,
step i must happen before a step j if the effects
(outcomes) of step i satisfy one or more precon-
ditions necessary for the proper execution of step
j, or if the effects of step j aggregate or modify
the effects of step i in service of accomplishing
a (sub-)goal. For example, in the plan for baking
shortcakes shown in Figure 2, step 10 which in-
volves moving the (implicitly mentioned) baked
cake to the wire rack for cooling, requires that
the cake be baked first, which in turn requires the
dough to be placed in the baking tray. Thus, rec-
ognizing such dependencies requires the ability to
infer many important logical connections such as
preconditions, causes, sub-goals, and effects of the
steps. This suggests that a simple test of whether a
step must happen before another step (or after) can
be an effective test of reasoning about the various
logical dependencies between the steps in a plan.

We build on this idea to create CAT-BENCH, a
new dataset of causal dependency questions defined
over cooking recipes. Specifically, we make use of
the Recipe Flow Graph Corpus (Yamakata et al.,
2020) containing 300 English language cooking
recipes annotated with substep procedure depen-
dencies. For each recipe, this dataset provides a
directed acyclic graph (DAG), in which the nodes
are steps and directed edges indicate the temporal
edge between those steps. If the nodes correspond-
ing to two steps are not connected by a directed
path, then they can be performed in any order (with
respect to themselves) without changing the recipe
result. In other words, two steps are temporally
dependent if and only if there is a directed edge
from one to the other, and independent otherwise.

For all ordered pairs of steps (i, j) in a plan,
we create two binary (yes/no) questions: (i) Must

Goal: lemon zested strawberry shortcakes
Steps:
...
6. Divide dough in half.
7. Add sugar; beat until stiff peaks form.
8. Place 5cm apart on an ungreased baking tray.
9. Bake at 200 C / Gas 6 for 8-10 minutes.
10. Remove to a wire rack; cool for 15 minutes.
11. In bowl, combine butter and lemon zest; set aside.
12. In mixing bowl, beat cream until it begins to thicken.
13. Gently pat or roll each half into a 1.75cm thick circle.
14. To assemble, split shortcakes in half.
...
DEP Q: Must Step 8 happen before Step 10?
DEP A: Yes, removing a cake for cooling needs dough to

be placed on a baking tray first.
NONDEP Q: Must Step 12 happen after Step 7?
NONDEP A: No, adding sugar is a part of making dough

but beating the cream makes the filling.

Figure 2: Examples of different types of questions in a
plan from CAT-BENCH. To correctly answer these ques-
tions, one must understand preconditions and effects
(to answer DEP), some steps need not be performed in
any particular order and that plans can contain subplans
within them (to answer NONDEP).

stepi happen before stepj? (ii) Must stepj happen
after stepi?. These questions primarily test for
for precondition relations (e.g. first question in
Figure 2), and the ability to understand effects of
steps and how they relate to sub-goals or overall
goals of the plan (e.g second question in Figure 2).
We pool all such questions from dependent pairs
of steps (i.e, the steps where there is a directed
path from one step’s node to the other in the recipe
DAG) into DEP, and the rest into NONDEP1.

In total, CAT-BENCH contains 2,840 questions
about causal dependencies of steps for 57 unique
plans. We undersample the non-dependent ques-
tions to ensure that NONDEP and DEP are of the
same size (i.e., 1,420 questions each). Half of CAT-
BENCH tests the “before" temporal relation and the
other half tests the “after" relation. It is, thus, bal-
anced in terms of both question types and temporal
relation type. We also annotate the questions based
on the distance between the pairs of steps. Two
steps are deemed close if they are within 3 steps of
each other, (j − i) ≤ 3, there are 1,256 questions
about close steps and 1,584 about distant steps.

CAT-BENCH enables two tasks. Step Order Pre-
diction elicits binary judgments about dependen-
cies between pairs of steps in a plan, and perfor-
mance on this task can be evaluated automatically.

1Note that the answers to all the questions in the DEP set
are ‘yes’, and the answers to NONDEP questions are ‘no’.

3



DEP NONDEP Macro Avg
P R F P R F P R F

gpt-3.5-turbo
(A) 0.62 0.50 0.55 0.58 0.69 0.63 0.60 0.60 0.59

(A+E) 0.56 0.71 0.63 0.61 0.45 0.52 0.58 0.58 0.57

gpt-4-turbo
(A) 0.57 0.81 0.67 0.67 0.39 0.49 0.62 0.60 0.58

(A+E) 0.66 0.79 0.72 0.74 0.59 0.66 0.70 0.69 0.69

gpt-4o
(A) 0.53 0.92 0.67 0.71 0.19 0.30 0.62 0.55 0.49

(A+E) 0.66 0.86 0.75 0.80 0.57 0.66 0.73 0.71 0.70

Llama3-8B
(A) 0.52 0.84 0.64 0.59 0.23 0.33 0.56 0.54 0.49

(A+E) 0.53 0.82 0.64 0.59 0.26 0.36 0.56 0.54 0.50

gemini-1.0-pro
(A) 0.57 0.45 0.50 0.55 0.66 0.60 0.56 0.55 0.55

(A+E) 0.56 0.65 0.60 0.59 0.50 0.54 0.58 0.57 0.57

gemini-1.5-pro
(A) 0.55 0.77 0.64 0.61 0.37 0.46 0.58 0.57 0.55

(A+E) 0.67 0.93 0.78 0.89 0.54 0.67 0.78 0.74 0.73

gemini-1.5-flash
(A) 0.55 0.69 0.61 0.58 0.43 0.49 0.56 0.56 0.55

(A+E) 0.54 0.75 0.63 0.59 0.37 0.46 0.57 0.56 0.54

Table 1: Performance of all models on Step Order Prediction when just providing an answer (A) and when also
explaining that answer (A+E). We report per-label as well as macro average precision, recall and F1 score.

Step Order Explanation requires models to provide
explanations for its judgment about step dependen-
cies. This involves understanding causal relation-
ships and expressing relevant knowledge about ac-
tions in the steps being asked about. Since this
is a free-form generation task, these explanations
require human evaluation. Note that CAT-BENCH

does not contain gold, human-written explanations,
and we advocate for reference-free human evalua-
tion since there can be multiple valid explanations.

3.1 Automatic Metrics

We evaluate model performance on Step Order Pre-
diction on standard metrics of precision, recall and
F1 score. We measure robustness of these models
using two metrics of consistency. Models must pro-
vide consistent predictions when asked before/after
questions about the same step pair, i.e., if a model
judges that stepi happens before stepj , it must also
judge that stepj happens after stepi. We define this
metric as Temporal Consistency (TC).

3.2 Human Evaluation

For open-ended text generation tasks such as Step
Order Explanation, the absence of an automatic
metric that correlates well with human judgments
is a major challenge (Chen et al., 2019; Ma et al.,
2019; Caglayan et al., 2020; Howcroft et al., 2020).
So, we utilize human evaluation with a standard-
ized interface to compare different models. We aim
to measure whether a model output is a valid expla-

nation for the given question. We present answers
from different models and ask crowd-workers on
Amazon Mechanical Turk to assess their correct-
ness. Workers are asked to rate the validity of each
answer on a 5-point Likert scale (Likert, 1932) (1
to 5)2. For each plan, question, and model answer,
we ask 3 distinct annotators to provide judgments.
An explanation is considered invalid if it does not
give a plausible reason that is also relevant to the
question. We provide more details in Appendix C.

4 Benchmarking Models on CAT-BENCH

We benchmark the performance of a variety of mod-
els on CAT-BENCH.

4.1 Models

We evaluate gpt-4-turbo, gpt-3.5-turbo,
gpt-4o, gemini-1.0-pro, gemini-1.5-pro,
gemini-1.5-flash and Llama3-8B. These repre-
sent a diverse set from different model families
and sizes. We evaluate them primarily in zero-shot
prompting modes. We consider two settings: (i)
generating only an answer (A), and (ii) generating
an explanation along with the answer (A + E). The
latter represents answering the question and then
generating an explanation for it. We also analyze
few-shot results for the answer-only (A) setting,
and evaluate generic CoT (E + A) prompting.

2Integer scores correspond to the labels: strongly disagree,
disagree, neutral, agree, strongly agree.
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More details about each model can be found in
Appendix A and the prompts used in Appendix D.

4.2 How Good Are Model Predictions?

Table 1 presents the performance of all the models
in different settings on Step Order Prediction. We
present per-class (DEP and NONDEP) precision, re-
call and F1 score as well as macro average metrics
on the class balanced CAT-BENCH. We make three
main observations:

Models struggle at predicting step order. In the
zero-shot answer-only setting (A), gpt-3.5-turbo
records the highest F1 score overall of 0.59.
gpt-4-turbo is close behind with 0.58, but surpris-
ingly gpt-4o, the most recent frontier model, fares
significantly worse at 0.49 F1. All three Gemini
models (gpt-3.5-turbo, gemini-1.0-pro, and
gemini-1.5-flash) also only manage an F1 of
around 0.55. Llama3-8B also fares poorly with an
F1 of 0.49. Most models are comparable or barely
better than a random baseline F1 of 0.5 on this
balanced dataset showing that they are not able to
directly answer the dependence question.

Generating explanations improves performance.
Results for adding explanations to answers
is shown in the (A + E) rows in Table 1.
Five of the seven models, gpt-3.5-turbo and
gemini-1.5-flash being the exceptions, have
higher performance when also generating expla-
nations. The biggest improvement in F1 is seen in
gpt-4o (+0.21). With explanations, the best result
is the 0.73 F1 when using gemini-1.5-pro. While
this is substantially better than a random baseline,
there is still significant room for improvement.

Models are biased towards predicting depen-
dence. Most models exhibit a higher recall for
the DEP set and significantly lower recall for the
NONDEP set. This is particularly true for the an-
swer only setting ((A) rows), the exceptions being
gpt-3.5-turbo and gemini-1.0-pro. Coupled
with the substantially lower precision values on the
DEP set, this suggests that most models exhibit a
bias towards predicting dependence between any
given pair of steps. We hypothesize that they use
temporal order of steps as a heuristic i.e, if a step
appears before another step it is more likely to be
dependent than not, and thus becoming biased to-
wards predicting dependencies.

As noted above, using explanations improves
the overall performance, translating to more bal-

anced precision/recall values on DEP than when
predicting answers alone. Since the bias towards
DEP necessarily means bias against NONDEP, re-
duction in bias towards DEP also translates to a
more balanced performance on both DEP and NON-
DEP sets. However, even with explanations, the
bias towards predicting dependence still remains to
some extent for all models. Explanations improve
gpt-4o performance the most (+0.36) on NON-
DEP questions. They do not help smaller models
(Llama3-8B) identify dependencies better.

4.3 How Good Are Model Explanations?

On a random subset of 480 questions (240 DEP

and 240 NONDEP), we conduct a crowdsourced
human evaluation of the explanations generated
by gpt-4o, gpt-4-turbo, gemini-1.5-pro and
Llama3-8B, the three best LLMs for Step Order
Prediction and an open-source model. Annotators
rate how much they agree (1 to 5) with the fact
that the answer contains all the relevant details to
address what the question requires.

For each explanation, we compute the mean Lik-
ert rating from three distinct annotators. First, we
report AVG, the overall average of these mean rat-
ings across all 480 instances. To account for cases
where the answer is incorrect, we also devise a new
metric MODAVG that accounts for cases where
the step order prediction is incorrect. To calculate
MODAVG, we modify AVG by zeroing out human
judgments for explanations where the correspond-
ing prediction is incorrect.

We use weighted Fleiss Kappa to calculate inter-
annotator agreement. The weighted agreement
score on a 5 point scale was 0.76, indicating high
agreement between annotators. Details about the
calculation can be found in Appendix C.3.

AVG MODAVG

Llama3-8B 3.26 1.87
gpt-4-turbo 3.85 2.90
gpt-4o 3.84 2.93
gemini-1.5-pro 3.83 2.69

Table 2: Human evaluation metrics for explanations
generated by various models in the (A+E) setting.

Table 2 presents the quality of model generated
explanations as judged by human annotators. As
expected, larger models are clearly better than the
much smaller Llama3-8B on all metrics. There
is very little difference between the frontier mod-
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TC OCC
gpt-3.5-turbo (A) 52.39% 70.42%
gpt-3.5-turbo (A+E) 49.23% 73.31%
gpt-4-turbo (A) 48.87% 70.28%
gpt-4-turbo (A+E) 55.00% 66.97%
gpt-4o (A) 79.86% 47.96%
gpt-4o (A+E) 67.46% 58.17%
Llama3-8B (A) 60.42% 83.87%
Llama3-8B (A+E) 55.77% 83.38%
gemini-1.0-pro (A) 53.38% 73.80%
gemini-1.0-pro (A+E) 49.79% 66.90%
gemini-1.5-pro (A) 55.14% 58.24%
gemini-1.5-pro (A+E) 79.65% 60.21%
gemini-1.5-flash (A) 45.92% 79.44%
gemini-1.5-flash (A+E) 43.10% 76.62%

Table 3: Robustness of different models on two consis-
tency metrics, TC and OCC.

els, gpt-4o, gpt-4-turbo and gemini-1.5-pro.
AVG performance indicates that there is significant
room for improvement in the quality of model ex-
planations. On MODAVG, we see that even the
best model performance is below 3 (‘neither agree
nor disagree’ with model explanation). By this
metric, gemini-1.5-pro explanations are worse
than GPT-4 even though it generates more correct
answers. The difference between AVG and MO-
DAVG indicates models are capable of generating
convincing explanations for their wrong answers.
They produce explanations which justify the oppo-
site of their answer a significant number of times.
In fact, Llama3-8B does so almost half the time.
These results show that models have a lot of room
for improvement in their ability and reliability to
reason about step dependencies in plans.

5 Analysis

To better understand the strengths and weaknesses
of these models, we analyze their performance on
CAT-BENCH organized by different characteristics
of the questions and model prompts.

5.1 Robustness of Models

We use two measure of consistency to quantify the
robustness of the models.

Temporal Consistency For a pair of steps
(stepi, stepj), the answer to must stepi happen
before stepj should be the same as the answer to
must stepj happen after stepi regardless of ques-

Goal: lemon zested strawberry shortcakes

Steps:
...
6. Divide dough in half.
7. Add sugar; beat until stiff peaks form.
8. Place 5cm apart on an ungreased baking tray.
...
12. In mixing bowl, beat cream until it begins to thicken.
13. Gently pat or roll each half into a 1.75cm thick circle.
...
NONDEP Q: Must Step 12 happen after Step 7?
NONDEP A: No, adding sugar is a part of making dough

but beating the cream makes the filling.

Steps:
...
6. Divide dough in half.
7. In mixing bowl, beat cream until it begins to thicken.
8. Place 5cm apart on an ungreased baking tray.
...
12. Add sugar; beat until stiff peaks form.
13. Gently pat or roll each half into a 1.75cm thick circle.
...
NONDEP-S Q: Must Step 12 happen after Step 7?
NONDEP-S A: No, making the filling with cream can be

done in parallel to adding sugar in the dough.

Figure 3: Since two steps that are not dependent on
each other can be performed in any order, we swap their
order in the plan and ask binary questions about them
similar to NONDEP. Note that, while the plan itself is
altered, the question remains the same.

tion type. As described in subsection 3.1, we mea-
sure this notion of consistency through TC. We
make two main observations: (i) Even the most
consistent models gpt-4o and gemini-1.5-pro
change their answers to the before and after ver-
sions of questions in 20+% of the cases. The rest
are far more inconsistent with gemini-1.5-flash
changing its answers for more than 55% of the
questions; (ii) Surprisingly, adding explanations
reduces answer consistency for most models,
with gemini-1.5-pro (+24%) and gpt-4-turbo
(+14%) being the only exceptions showing im-
proved consistency upon generating explanations.

Order Contrastive Consistency Since step pairs
without dependencies can be performed in any or-
der, we introduce a twist on Step Order Prediction
in which the step pairs in NONDEP are switched
in the plan itself. For each modified plan, we cre-
ate similar binary questions to NONDEP and refer
to them as NONDEP-S. This helps test whether a
model uses the step order as a heuristic to answer
the question. We show an example in Figure 3.

The answer to dependency questions about an
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independent pair of steps should stay the same re-
gardless of the order in which the steps are pre-
sented in the plan. Order Contrastive Consistency
(OCC) measures the fraction of times models pro-
vide consistent answers to the same question across
NONDEP and NONDEP-S. We observe a similar
overall inconsistency on OCC as with TC, even
from the best models. For most models, gener-
ating explanations hurt consistency. Surprisingly,
Llama3-8B is the most robust according to OCC
even though its task performance is lowest. In con-
trast, gemini-1.5-pro, which has the highest task
performance, is the least robust as per this metric.

5.2 Chain-of-Thought Struggles

In the experiments thus far, we have asked models
to generate explanations for their answers. This
can be seen as a answer-then-explain (A + E) ap-
proach. In contrast, the standard Chain-of-Thought
(CoT) prompting strategy (Wei et al., 2022b) can
be seen as an explain-then-answer approach (E +
A), where we ask the model to generate reasoning
or explanation that leads to its answer. In practice,
this step-by-step reasoning can be seen as allow-
ing the use of intermediate decoding tokens (like a
scratchpad) in service to coming up with a possibly
more accurate final answer for many tasks. Table 4
compares performance of CoT prompting3 (E + A)
to first predicting the answer and then explaining it
(A + E) and simply providing an answer (A), all in
the zero-shot setting when using gpt-4o.4

P R F1 TC
(A) 0.62 0.55 0.49 79.86%

(E+A) 0.77 0.65 0.6 83.66%
(A+E) 0.73 0.71 0.7 67.46%

Table 4: Performance of gpt-4o on the Step Order
Prediction task when just predicting the dependency (A)
vs predicting and explaining the judgment (A+E) vs
using chain-of-thought prompting (E+A).

While chain-of-thought (E + A) results in an
improvement over the answer-only setting (A), its
performance is far below its counterpart (A + E).
This contradicts the expectation that it is better
to use CoT for intermediate reasoning rather than
answering and then generating explanations. How-
ever, we note that (E + A) does lead to the highest

3We tried multiple CoT prompts but it had little effect on
performance.

4We use gpt-4o instead of gemini-1.5-pro due to rate
limits on the latter.

temporal robustness amongst all approaches.
Looking closer, Table 5 shows the performance

of these methods on DEP questions. CoT (E + A)
has a higher bias towards predicting dependencies
compared to both (A) and (A + E).

P R F1
(A) 0.53 0.92 0.67

(E+A) 0.59 0.98 0.74
(A+E) 0.66 0.86 0.75

Table 5: Performance of gpt-4o on the Step Order
Prediction task when just predicting the dependency (A)
vs predicting and explaining the judgment (A+E) vs
using chain-of-thought prompting (E+A) on DEP.

Further manual analysis of the explanations
shows that (E + A) generates more vacuous ex-
planations (e.g. just stating that a pair of steps
are independent without digging deeper into what
makes them independent). Additionally, (E + A)
makes errors by misunderstanding entity states of
a step. Unsurprisingly, both settings suffer from
some hallucinations, sometimes missing the con-
tent of the steps being asked about. These results
are further indicators of brittleness and inconsisten-
cies in models’ reasoning about step dependencies.

5.3 Effect of Improved Prompting Techniques

We also experiment with self-consistency (Mitchell
et al., 2022) and few-shot prompting (or in-context
learning) (Brown et al., 2020; Wei et al., 2022a) on
gpt-4o (A)5 for the Step Order Prediction.

For self-consistency, we use k={3, 5} and
temperature={0.6, 0.8} to sample binary predic-
tions and take the majority of the predicted labels
as the model’s final answer. Table 6 shows the re-
sults for one setting. Contrary to previous findings
(Mitchell et al., 2022), self-consistency does not
provide any improvement over the vanilla zero-shot
model performance. We report performance with
other parameters in Table 7.

We use in-context learning (Wei et al., 2022a)
with examples selected from the balanced train-
ing set using the BM25 (Robertson and Zaragoza,
2009) algorithm. We use k=5 exemplars and dy-
namically retrieve exemplars from a held-out set
that are closest to the test instance. As expected,
few-shot prompting improves binary prediction per-
formance a lot (+0.19). In fact, few-shot perfor-

5Due to the lack of gold explanations, we are unable to run
these variations for (A + E) or (E + A).
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P R F
Zero-shot 0.62 0.55 0.49
Self-Consistency 0.62 0.55 0.49
Few-shot 0.79 0.70 0.68

Table 6: Performance of different prompting tech-
niques with gpt-4o on Step Order Prediction. For self-
consistency, we report k = 3 and temp = 0.6 here, and
use 5 exemplars for few-shot experiments.

Goal: vanilla rye cheesecake
Steps:
1. Preheat the oven to 150 degrees C
2. Place the biscuits into a plastic bag and crush.
...
10. Place baking dish onto bottom rack of preheated oven
and fill halfway with boiling water.
...
Question: Explain why or why not Step 10 must happen

after Step 2.
Model Answer: Step 10 must happen after Step 2 because

the baking dish with boiling water needs to be placed in
the oven just before baking the cheesecake to create a
moist environment, which is necessary after the biscuit
base has been prepared and the filling has been added.

Human Score: 5.0

Goal: lemon zested strawberry shortcakes
Steps:
1. In bowl, combine strawberries and sugar...
2. In bowl, combine flour, sugar, baking powder and salt.
3. Rub butter into flour until forming coarse crumbs.
...
9. Bake at 200 C / Gas 6 for 8-10 minutes.
10. Remove to a wire rack; cool for 15 minutes.
11. In bowl, combine butter and lemon zest; set aside.
...
Question: Explain why or why not Step 10 must happen

after Step 2.
Model Answer: Step 10 involves cooling the baked short-

cakes, which are prepared and baked in steps 5 through
9, and does not depend on the flour mixture preparation
in step 2.

Human Score: 1.0

Figure 4: Examples of cases where GPT-4 comes up
with good (upper box) and bad (lower box) answers.
This error is of the multi-hop dependency type. To
make shortcakes, removing the cake from the oven (Step
10) is dependent on baking the cake (step 9) which is
later dependent on combining the ingredients (Step 2).
Examples of other error types can be found in Figure 5.

mance is almost as good as predicting then explain-
ing with gpt-4o.

5.4 Error Analysis
To better understand model failures, we sampled
and analyzed 50 explanations generated by gpt-4o
(A + E) where it produces an incorrect answer. We
identify 4 major types of errors:

• Multi-hop dependency (40%): Failure to under-
stand that two steps might be related through an
intermediate step. For instance, to make short-
cakes in Figure 4, removing the cake from the
oven (Step 10) is dependent on baking the cake
(Step 9) which, consequently, is dependent on
combining the ingredients (Step 2). The model
does not seem to understand the transitive na-
ture of such dependencies.

• Effects (20%): Failure to understand that an
effect of the preceding step leads to the suc-
ceeding step, e.g., serving a cake in Figure 5
must happen after mixing ingredients and con-
sequently baking. LLMs fail to identify addi-
tive effects of steps in a plan which enable a
later step, leading to goal completion.

• Preconditions (18%): Failure to understand a
condition that needs to be satisfied for a step to
happen. For instance in Figure 5, to add sauce
in Step 20, meatballs need to cooked in Step 15
so they can be added to the sauce in Step 17.

• Irrelevant Answers - Model produces answers
that are unrelated to the step being asked about,
e.g., in Figure 5 to make chocolate cake, the
model’s answer does not address a relevant step
(Step 7) at all. It is surprising to see that LLMs
mistakenly produce an answer about an un-
related step, particularly given that the input
context is short (well below maximum context
length) and can be easily used for grounding.

6 Conclusion

Understanding plans requires reasoning about its
different aspects such as preconditions and effects.
This paper introduces CAT-BENCH, a new bench-
mark to evaluate the causal and temporal reason-
ing abilities about plans. Despite the remarkable
strength of current SOTA LLMs, we find that none
of them are very good at understanding whether
one step in a plan must precede (or succeed) an-
other. Particularly, they are much worse at knowing
when there is not a dependency between steps. We
also find that LLM predictions are not robust as
measured by two metrics of consistency. Prompt-
ing LLMs to provide an answer and then to explain
it improves performance significantly, and is even
better than chain-of-thought (reasoning followed
by answering). Human evaluation of these explana-
tions shows that models have a long way to go at
understanding dependencies. Our results highlight
the current deficiencies of LLMs in plan-based rea-
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soning, and there is need for improvement before
they can be reliably used in the many applications
requiring such reasoning.

Limitations

While our work only considers cooking recipes
as procedural texts, our methods can in principle
be applied to many other domains. Medical prac-
tice guidelines, repair manuals, and software tutori-
als among others are domains worth investigating.
Our work only investigates English-language doc-
uments and this limits the generalizability of our
findings to other languages.

We benchmark a reasonably diverse set of
LLMs. Currently, we cover 3 model families and
models of varying sizes. Due to the current fast-
paced landscape of LLM development, we will
continue to evaluate more LLMs on CAT-BENCH.

It is difficult for any one person to adequately
evaluate the various aspects of plans, particularly
recipes. To alleviate this problem, we use 3 crowd-
sourced annotators to judge model explanations
and consider their average judgment (Lal et al.,
2022), but recognize the limitations of this solu-
tion. We do show high inter-annotator agreement
(Lal et al., 2021) using Weighted Fleiss Kappa
(Marasini et al., 2016), demonstrating the reliability
of our results. While human evaluation is expen-
sive and time-consuming and the number of ex-
periments per model balloons costs exponentially,
it is critical for open-ended generation tasks. We
evaluate enough explanations to obtain statistically
significant results.

We use BM25 as a reasonable choice to find simi-
lar exemplars. We acknowledge that there are more
modern techniques for selecting in-context exam-
ples, but this step is not the focus of our current
work. We leave further exploration of exemplar se-
lection methods to future work. For a domain like
recipe text where texts are long and less amenable
to a single embedding vector approach, keyword-
based retrieval such as BM25 is very effective.

Since there are no gold explanations, we cannot
combine few-shot prompting and chain-of-thought
(or answer then explain) settings for gpt-4o. Note
that we also do not advocate for using gold explana-
tions along with automatic metrics to judge model
explanations due to established inadequacies in us-
ing automatic metrics for free-form generations.

Due to very strict rate limits on the recently
released Gemini models, we are unable to ana-

lyze gemini-1.5-pro through chain-of-thought
and other prompting techniques. For consistency,
we analyze gpt-4o since it has similar performance
(A + E) on CAT-BENCH.

Ethical Considerations

Prior work has shown that LLMs exhibit various
types of bias. While they do not generate free-form
language for our binary prediction task, it is possi-
ble, though highly unlikely, that biases explicitly
come up in the explanations. Deploying such unre-
liable models into critical infrastructure and relying
on them for decisions can cause harm to users.
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A Benchmark Models

We provide details of each model we evaluate on
CAT-BENCH. For in-context example selection
for the LLMs we utilize the rank_BM25 library6

available under the Apache 2.0 license.

gpt-4o-2024-05-13 accepts as input any com-
bination of text, audio, image, and video and gen-
erates any combination of text, audio, and image
outputs. It is especially better at vision and audio
understanding compared to existing models.

gpt-3.5-turbo is an instruction-tuned pre-
trained language model that powered the original
ChatGPT application.

gpt-4-turbo-2024-04-09 is the first turbo
model in the GPT-4 series. It is more capable and
cheaper than GPT-3.5, and supports a 128K con-
text window. It is possibly a 8x220B Mixture-of-
Experts model.

gemini-1.5-flash-latest is a version of
gemini-1.5-pro optimized for low latency and
inference cost.

gemini-1.5-pro-latest is built on a Mixture-
of-Experts (MoE) architecture. gemini-1.5-pro a
mid-size multimodal model, optimized for scaling
across a wide-range of tasks, and also introduces a
breakthrough experimental feature in long-context
understanding. It is difficult to perform a wide
range of experiments with this model due to the
imposed rate limits.

gemini-1.0-pro-latest is built on top of
Transformer decoders that are enhanced with im-
provements in architecture and model optimization
to enable stable training at scale and optimized in-
ference. They are trained to support 32k context
length, employing efficient attention mechanisms
(for e.g. multi-query attention). Gemini models are
trained to accommodate textual input interleaved
with a wide variety of audio and visual inputs, and
gemini-1.0-pro is the mid-sized model in the se-
ries.

Meta-Llama3-8B-Instruct is a standard
decoder-only transformer architecture similar to
its predecessor Llama2. Compared to Llama2,
Llama3-8B uses a tokenizer with a vocabulary of
128K tokens that encodes language much more
efficiently, which leads to substantially improved

6https://github.com/dorianbrown/rank_bm25

Goal: fusilli and meatballs
Steps: ...
15. Cook the meatballs until browned on all sides.
16. Drain on kitchen paper.
17. Add the meatballs to the tomato sauce.
...
20. Toss with 3 ladlefuls of sauce in serving bowl..
...
Question: Explain why or why not Step 20 must happen

after Step 15.
Model Answer: Step 20 can happen after Step 19 as it

involves tossing the cooked pasta with the sauce, which
is independent of browning the meatballs in Step 15.

Goal: chocolate cake
Steps:
1. Preheat oven to 180C / Gas Mark 4.
2. Put chocolate chips, coffee, water in bowl.
3. Microwave until melted.
...
7. Gradually beat in sugar till fluffy.
8. Gradually add and beat in egg yolks.
...
Question: Explain why or why not Step 3 must happen

before Step 7.
Model Answer: The chocolate mixture needs to be cooled

before it is added to the batter in Step 10.

Goal: almond and apple cake
Steps:...
7. Add half the flour and half the milk.
8. Use a wooden spoon to stir until well combined.
...
13. Set aside to cool slightly before plating.
14. Serve warm.
...
Question: Explain why or why not Step 14 must happen

after Step 8.
Model Answer: Step 14 is the final step and cannot hap-

pen after mixing the ingredients.

Figure 5: Examples of types of GPT-4 errors. The
top box contains an error related to misunderstanding
preconditions, the second one about producing irrele-
vant answers and the last one about misunderstanding
effects.

model performance. It also uses grouped query
attention (GQA) and was trained on sequences of
8,192 tokens, using a mask to ensure self-attention
does not cross document boundaries. Llama3-8B
is pretrained on over 15T tokens that were all
collected from publicly available sources.

B Additional Analysis Results

We use scikit-learn classification report to calcu-
late precision, recall and F1 score per-class and as
macro average.
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Figure 6: Difference in model performance between
(A+E) and (A) settings split by temporal relation type
(before and after) asked about in the question. We sub-
tract F1 score in the (A) from the (A+E) setting.

B.1 Understanding Directional Dependencies
Next, we study how models handle questions about
different aspects of the same pair of steps. Typ-
ically, questions about why a step must happen
before another require reasoning about precondi-
tions and causes, while answering why a step must
happen after another requires understanding the ef-
fects of any performed actions. Figure 6 shows the
difference in F1 score between answering and pro-
viding an explanation (A + E) and the answer-only
setting (A) with different models for these ques-
tions. Adding explanations helps all models under-
stand effects better (after). We hypothesize that
this is because effects in recipes can be more im-
mediate and hence, would be easier to understand.
The biggest gain is seen for gemini-1.5-pro and
gpt-4o, while Llama3-8B and gemini-1.0-pro
do not improve a lot. We note that expla-
nations significantly hurt gpt-3.5-turbo and
gemini-1.5-flash in understanding precondi-
tions, which is unusual. Similar to after questions,
Llama3-8B and gemini-1.0-pro do not improve
a lot with explanations on before questions.

B.2 Reasoning as a function of Step Distance
Next, we study how the distance between the steps
in question impacts model performance. A ques-
tion is said to be about close steps (stepi, stepj)
if (j − i) < 3, and distant otherwise. Figure 7
shows the difference in F1 score between answer-
ing then explaining (A + E) and just answering (A)
with different models as a function of step distance.
Generating explanations helps models reason about
distant steps, with gpt-4o and gemini-1.5-pro
receiving the greatest benefit. However, they don’t
help understand dependencies between close steps

Figure 7: Difference in performance of models between
(A+E) and (A) settings split by the distance between the
steps being asked about in the question.

(which are easier to reason about). In fact, produc-
ing explanations even hurts some models, particu-
larly gpt-3.5-turbo. We hypothesize that models
are likely to predict a dependencies between steps
that are distant from each other, since it is likely
that steps towards the end of a plan depend on ones
near the start. We find that this is indeed true, the
recall for the nondependent is very low (usually,
∼20%) and they are biased towards predicting a
dependency between distant steps.

B.3 Prompting Variations

Table 7 presents more results for prompting tech-
niques. In particular, we show more variations
of self-consistency. We find that varying the tem-
perature and number of samples does not make a
significant difference.

B.4 Error Examples

We present examples of different types of errors in
Figure 4 and Figure 5.

C Human Evaluation Details

C.1 Task Details

Figure 8 and Figure 9 show the instructions as well
as one of the examples presented to annotators
when eliciting judgments for model explanations
for DEP and NONDEP questions. For each HIT,
workers are asked to read the goal of the plan and
its steps and then evaluate 6 randomized questions
and corresponding answers from models, provid-
ing judgments on a Likert scale of 1 to 5. We
only select US-based master turkers who have a
minimum lifetime approval rating of 95%. On av-
erage, workers took 3 minutes and 51 seconds to
judge 6 answers to questions about a plan. We pay
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P R F TC OCC
Zero-shot 0.62 0.55 0.49 79.86% 47.96%
Self-Consistency [3, 0.6] 0.62 0.55 0.49 78.66% 48.17%
Self-Consistency [3, 0.8] 0.61 0.55 0.48 79.58% 47.25%
Self-Consistency [5, 0.6] 0.61 0.55 0.48 79.72% 46.76%
Self-Consistency [5, 0.8] 0.61 0.55 0.48 79.86% 45.99%
Few-shot 0.79 0.70 0.68 81.48% 45.56%

Table 7: Accuracy and consistency of different prompting techniques with gpt-4o on the Step Order Prediction
Task. The first number within the square bracket in self-consistency experiments represents the number of samples
and the second represents the temperature at which predictions were sampled. For few-shot experiments, we use
k=5 exemplars and use BM25 (Robertson and Zaragoza, 2009) to dynamically retrieve exemplars from a held-out
set that are closest to the test instance.

Figure 8: Instructions provided to annotators when mak-
ing judgments about explanations for DEP questions.

them $1.5 per HIT which translates to $23.35 per
hour, significantly higher than federal and local
minimum wage.

C.2 Additional Human Evaluation Results

We also used two additional metrics to interpret
human judgments of model answers. For AVGBIN,
we transform each score into a binary value (1 if
>3 and 0 otherwise), calculate the mean of these
values for an answer and average them over all the
data points. We calculate the majority binary class
of judgments for each explanation as MAJVOTE.

Figure 9: Instructions provided to annotators when mak-
ing judgments about explanations for NONDEP ques-
tions.

We report all the metrics for DEP and NONDEP in
Table 8 and Table 9 respectively. Looking at AVG-
BIN, we note that there is room for improvement on
the quality of model explanations. MAJVOTE indi-
cates that model explanations are convincing even
when they are wrong. Note that these metrics do
not account for corresponding answer correctness
for a model’s explanation.

Figure 10 presents the distribution of human
judgment scores for explanations generated by vari-
ous models (A + E). We note that models frequently
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produce high quality answers (5); however, they
make too many errors (<3 out of 5) to be consis-
tently reliable .
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Figure 10: Distribution of human judgment scores for
explanations generated by various models (A+E).

C.3 Inter-annotator Agreement

We measured the inter-rater reliability of anno-
tators’ judgments using weighted Fleiss’s Kappa
(Marasini et al., 2016), following the weighting
scheme used by Bastan et al. (2020). This measure
has a penalty for each dissimilar rating based on
the distance between the two ratings. For instance,
if two annotators classify a document as a positive,
the agreement weight is 1, but if one classifies as a
positive, and the other classifies as slightly positive
the agreement weight is less. The weights between
different classes are shown in Table 10 where neg-
ative, slightly negative, neutral, slightly positive,
and positive classes are shown with -2, -1, 0, 1, and
2. We follow the setup used in Bastan et al. (2020)
for a similar multi-class labeling task.

Table 11 presents the inter-annotator agreement
for judgments on answers to different types of ques-
tions in CAT-BENCH. The high Fleiss Kappa val-
ues demonstrate strong agreement between annota-
tors and indicate reliability of our human evaluation
framework.

D Prompts Used

We present the different prompts used with the
benchmark models in Figure 11. All models use the
answer-only (A) prompt. All models also share the
(A + E) prompt except the Gemini models which
use the NL (A + E) prompt instead. We found that
Gemini was better at producing free-form natural
language as opposed to a structured code format.

We used a temperature of 0.0 for all the exper-
iments with each model to select the most likely

token at each step, as this setting allow for repro-
ducibility7.

We use the following code snippet to query any
OpenAI models.
import openai

client = OpenAI(api_key=config["OPENAI_API_KEY"])

response = client.chat.completions.create(
model=openai_model_name,
messages=prompt,
temperature=0.0,
max_tokens=2,
top_p=1.0,
frequency_penalty=0.0,
presence_penalty=0.0

)

We use the following code snippet to query any
Gemini models.
import google.generativeai as genai

genai.configure(api_key=config["GEMINI_API_KEY"])

model = genai.GenerativeModel(args.model_name)
candidatecount, temp, topp, topk = 1, 0.0, 1.0, 1
generation_config = genai.GenerationConfig(

candidate_count = candidatecount,
max_output_tokens = args.max_tokens,
temperature = temp,
top_p = topp,
top_k = topk

)
response = model.generate_content(prompt)

We run inference on Llama3-8B locally on one
40GB Nvidia A6000 GPU using HuggingFace
(Wolf et al., 2020).

7We note that some researchers have shown
that even this setting might not make it com-
pletely reproducible: https://twitter.com/
ofirpress/status/1542610741668093952?s=46&t=
f9v5k9RzVKnTK1e0UyauOA
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AVG MODAVG AVGBIN MAJVOTE

Llama3-8B 3.77 3.14 0.70 75.42
gpt-4-turbo 3.95 3.39 0.77 79.58
gpt-4o 4.08 3.58 0.83 87.92
gemini-1.5-pro 3.98 3.8 0.77 87.08

Table 8: Human evaluation metrics for explanations generated by various models for DEP questions.

AVG MODAVG AVGBIN MAJVOTE

Llama3-8B 2.75 0.6 0.40 35.83
gpt-4-turbo 3.74 2.41 0.70 75.83
gpt-4o 3.6 2.29 0.66 71.67
gemini-1.5-pro 3.69 1.58 0.68 75.42

Table 9: Human evaluation metrics for explanations generated by various models for NONDEP questions.

-2 -1 0 1 2

-2 1 cos π/8 cos π/4 cos 3π/8 0
-1 cos π/8 1 cos π/8 cos π/4 cos 3π/8
0 cos π/4 cos π/8 1 cos π/8 cos π/4
1 cos 3π/8 cos π/4 cos π/8 1 cos π/8
2 0 cos 3π/8 cos π/4 cos π/8 1

Table 10: Inter-class weights used for computing inter-
annotator agreement

Weighted Fleiss
Kappa

Weighted Binarized
Fleiss Kappa

DEP 0.808 0.941
NONDEP 0.705 0.934

Table 11: Inter-annotator agreement as measured by
Fleiss Kappa for each question type in CAT-BENCH
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Given a goal, a procedure to achieve that goal and a question about the steps in the procedure, 
you are required to answer the question in one sentence.

Goal: {title}

Procedure:
{procedure}

Must Step {i} happen before Step {j}? Select between yes or no

Answer-only (A)

Given a goal, a procedure to achieve that goal and a question about the steps in the procedure, 
you are required to answer the question in one sentence.

Goal: {title}

Procedure:
{procedure}

1. Must Step {i} happen before Step {j}? Select between yes or no
2. Explain why or why not.

Format your answer as JSON with the key value pairs "binary_answer": "yes/no answer to Q1", 
"why_answer": "answer to Q2"

Answer + 
Explanation (A+E)

Given a goal, a procedure to achieve that goal and a question about the steps in the procedure, 
you are required to answer the question in one sentence.

Goal: {title}

Procedure:
{procedure}

1. Explain why or why not Step {i} must happen {temporal_relation} Step {j}. Think step by step.
2. Must Step {i} happen {temporal_relation} Step {j}? Select between yes or no

Format your answer as JSON with the key value pairs "why_answer": "answer to Q1", 
"binary_answer": "yes/no answer to Q2"

Explanation + 
Answer (E+A)

Given a goal, a procedure to achieve that goal and a question about the steps in the procedure, 
you are required to answer the question in one sentence.

Goal: {title}

Procedure:
{procedure}

1. Must Step {i} happen before Step {j}? Select between yes or no
2. Explain why or why not.

Format your answer as follows:

Answer 1: yes/no
Answer 2: your answer in one sentence

NL Answer + 
Explanation (A+E)

Figure 11: Different prompts used for our experiment settings and models. i and j represent step numbers and
temporal_relation can be before/after.
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