
CS 371N Lecture 11

Transformers
,
Transformer

Language Modeling

Announcements
- A} due in 9 days

Recap_ Attention over a sequence of
n tokens with embeddings
e , . - - en

① Form keys = Wkei a
query =L

② scores si-k.iq ?¥
③ Attention weights (probs) ✗= softmaxls)

④ Result (output ) = Exine ;
we'll throw a

matrix
here

later



Today
⇒f- attention recap
- Exercises
- Multi - head self - attention

-Transformers
- language modeling

sef-att.int#
Idea : all words are now keys and

queries simultaneously
F- : seqlenxd matrix

as

W
"
:
did K= F- (wk)T]{II

Q : seqlenxd ( Q= F- ( watt)



scores

S= QKT Si
,
- = qi

- Kj
lenxlen

A = softmax (s) by rows

distribution Ai for each word 's query
qi

EI A = [ I 0] D= [ 0 I]

A B ← sequence
"boosted

"

identity

F- = [i. 9) ← A WK=[% ,;)← B

Q = [ : :]
← (Greg says )
"

find Bs
"

k=E(w=[ di][:%]=[: :)



lastingoutput = AE of
f-

5- QKT

=L : :X: :o) -1: :]
A B

A- = softmaxcs) = [ 0
to ]→sm

-

[00-999]0 10→Sm→ 00.999

- Big K made our probs . peaked
- Q had B for each row ⇒ prison B

A A B A wk=[Ii]
a--1¥

. )
⇐ 1%1

to K=E(v4:[Yo %)
10 0

5- & ; ; :] softmax0 0 10 0

→ high prob on B
41-4

o o 10 0



5 : for word I
,
how much does it

"attend
"

to word j

Mary had 4 apples .
Jane had 3

.

How many t•ta
' ?
-

12 words

12×12 matrix
4 '

SI

t.IT/qq-resou- vector

""[ Atotayi
- F- i

it


