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Announcements
‣ Tatsu	Hashimoto	(creator	of	Alpaca)	talk	on	Friday	11am	in	GDC	6.302

‣ Midterm	back	later	today

‣ A3	back	soon,	A4	grading	underway

‣ A5	due	in	1	week

‣ Greg’s	office	hours	on	Zoom	today



Recap:	Chain-of-thought
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Context:	Christopher	agrees	with	Kevin.	[…]	Q:	Who	hangs	out	with	a	student?

Mary,	because	Mary	hangs	out	with	Danielle	and	Danielle	is	a	student.

Context:	Adam	plays	with	Ellen.	[…]	Q:	Who	plays	with	a	doctor?

greedy	decoding	from	GPT-3

Train	Ex

Train	Ex

Adam,	because	Adam	plays	with	Ellen	and	Ellen	is	a	doctor.



Recap:	Chain-of-thought

Wei	et	al.	(2022)

‣ Can	help	substan=ally	on	
mathema=cal	reasoning

‣ Some	work	to	op=mize	
the	specifics	of	the	
prompts	and	the	
examples



Today

‣ RLHF

‣ Task-oriented	dialogue	systems

‣ Chatbots

‣ Instruc=on	tuning

‣ Alignment:



Alignment



Alignment

Samples	from	GPT-3	
(a	“basic”	LM)



Alignment

Conclusion

Intro

Main	answer



Alignment

‣ Alignment:	general	class	of	methods	for	making	LLMs	produce	useful	output

‣ Some=mes	broken	down	into	“helpfulness”	(responsiveness	to	
prompts,	informa=veness,	correctness)	and	“harmlessness”	(not	
being	biased	or	toxic,	not	responsive	to	harmful	prompts)

‣ Two	main	versions	of	this:

‣ Instruc5on	tuning:	supervised	fine-tuning	on	data	derived	from	many	
NLP	tasks

‣ Reinforcement	learning	from	human	feedback	(RLHF):	RL	to	improve	
human	judgments	of	how	good	the	outputs	are

‣ We	want	to	op=mize	models	for	P(answer	|	prompt,	input),	but	they’re	
learned	on	a	basic	language	modeling	objec=ve



Instruc=on	Tuning



Encoder-Decoder	Models:	T5

Raffel	et	al.	(2019)

‣ Pre-training:	not	quite	vanilla	language	modeling,	but	a	“denoising”	
scheme	to	BERT

‣ Input:	text	with	gaps.	Output:	a	series	of	phrases	to	fill	those	gaps.



T5

‣ T5	was	designed	to	be	trained	on	many	tasks	and	map	from	inputs	
to	outputs

‣ Colossal	Cleaned	Common	Crawl:	750	GB	of	text

Raffel	et	al.	(2019)

summariza=on machine	transla=on



Task	Generaliza=on:	T0

Sanh	et	al.	(2021)

‣ T0:	tries	to	deliver	on	the	goal	of	T5	
and	do	many	tasks	with	one	model

‣ Crowdsourced	prompts:	
instruc=ons	for	how	to	do	the	tasks



Task	Generaliza=on

Sanh	et	al.	(2021)

‣ Train:	a	collec=on	
of	tasks	with	
prompts.	This	uses	
exis5ng	labeled	
training	data

‣ Test:	a	new	task	
specified	only	by	a	
new	prompt.	No	
training	data	in	this	
task

Train Test‣ Pre-train:	T5	task



Fron=ers

Chung	et	al.	(2022)

‣ Flan-PaLM	(October	20,	2022):	1800	tasks,	540B	parameter	model	fine-tuned	on	
many	tasks	aker	pre-training



Fron=ers

Chung	et	al.	(2022)

‣ Flan-PaLM	(October	20,	2022):	1800	tasks,	540B	parameter	model

‣ MMLU	task	(Hendrycks	et	al.,	2020):	57	high	school/college/professional	exams:



Fron=ers

Chung	et	al.	(2022)

‣ Flan-PaLM	(October	20,	2022):	1800	tasks,	540B	parameter	model

‣ MMLU	task	(Hendrycks	et	al.,	2020):	57	high	school/college/professional	exams:



Fron=ers

Chung	et	al.	(2022)

‣ Human	performance	es=mates	are	~80	on	Big-Bench	(BBH)



Self-Instruct/Alpaca

Ronen	Taori	et	al.	(2023)	Alpaca

‣ Fine-tune	Llama	on	52k	outputs	with	answers	
generated	by	text-davinci-003

Yizhong	Wang	et	al.	(2023)	Self-Instruct



LIMA

Chun=ng	Zhou	et	al.	(2023)
‣ How	li9le	data	can	we	get	away	with	for	fine-tuning?



LIMA

Chun=ng	Zhou	et	al.	(2023)



Reinforcement	Learning	from	
Human	Feedback	(RLHF)



RLHF

Ouyang	et	al.	(2022)

‣ Apply	this	approach	to	
op=mizing	outputs	from	
large	language	models

‣ Step	3	(not	shown):	do	RL	
with	this	policy



RLHF

Chris=ano	et	al.	(2017)

‣ Humans	produce	comparisons	of	two	trajectories	(=	outputs	from	
systems)	—	different	from	standard	reward	in	RL

‣ Fit	the	reward	func=on	r	using	supervised	es=ma=on:

‣ This	turns	scores	into	log	probabili=es	of	1	being	preferred	to	2.	Same	
as	logis=c	regression	where	we	classify	pairs	as	1	>	2	or	2	<	1,	but	we	
actually	learn	a	con=nuous	scoring	func=on,	not	a	classifier

‣ The	rest	of	the	RL	setup	is	TRPO/PPO,	fairly	standard	frameworks	
(note:	they	typically	constrain	the	policy	to	not	deviate	too	far	from	a	
basic	supervised	policy)



RLHF

‣ For	OpenAI,	RLHF	data	is	collected	from	their	API.	Very	different	from	
instruct-tuning	datasets Ouyang	et	al.	(2022)



text-davinci-003
‣ text-davinci-001/002	were	both	learned	only	from	fine-tuning	on	
demonstra=ons	rated	7/7	(i.e.,	not	using	RLHF)

h9ps://beta.openai.com/docs/model-index-for-researchers

‣ text-davinci-003	(latest	version)	and	ChatGPT	both	use	PPO	with	learned	
reward	models

‣ Hard	to	get	PPO	working	reliably	(or	to	get	a	good	reward	func=on	—	
signal	from	annotators	may	be	unstable)

‣ Data	quality	is	paramount!	Anecdotally	there	are	lots	of	human-wri9en	
demonstra=ons	in	there	and	lots	of	ra=ngs



Pre-trained	Chatbots



What	are	chatbots?

‣ Like	story	genera=on	in	that	it’s	open-ended,	but	involves	dialogue	
with	a	user

‣ Input:	a	conversa=on	history	of	u9erances,	plus	something	the	user	
(a	person)	just	said.	
Output:	the	model’s	response	to	that

‣ Needs	to	generate	interes=ng	and	diverse	content,	but	also	needs	to	
be	able	to	answer	ques=ons	and	carry	on	a	conversa=on



Blender

Roller	et	al.	(2020)

‣ 2.7B-param	model,	also	a	9.4B-parameter	seq2seq	model	variant

‣ “Poly-encoder”	Transformer	architecture,	some	training	tricks

‣ Three	models:	retrieve	(from	training	data),	generate,	retrieve-and-refine

‣ Fine-tuning	on	three	prior	datasets:	PersonaChat,	Empathe=c	Dialogues	
(discuss	personal	situa=on,	listener	is	empathe=c),	Wizard	of	Wikipedia	
(discuss	something	from	Wikipedia)



Blender



Blender



Blender



Blender

‣ Inconsistent	responses:	this	
model	doesn’t	really	have	
anything	to	say	about	itself

‣ Holding	a	conversa=on	!=	AI

‣ Can’t	acquire	new	informa=on

‣ Did	it	learn	“fun	guy”?	No,	it	
doesn’t	understand	
phonology.	It	probably	had	
this	in	the	data	somewhere



Chatbots
‣ What	happens	when	these	models	get	really	good	at	fooling	people?	Google	
LaMDA	model	(similar	to	Blender):



ChatGPT

‣ Not	much	we	can	say	except:

‣ Lots	of	data	collec=on	to	fencepost	it	(e.g.,	“I	don’t	know	anything	
about	the	current	weather	…”)

‣ Big	model	with	RLHF.	(More	like	a	QA	system	than	these	other	chatbots)

‣ It’s	based	on	the	earlier	davinci	models

‣ Con=nuously	improved	without	detailed	release	notes	(e.g.,	they	made	
it	be9er	at	math)



Task-Oriented	Dialogue



Task-Oriented	Dialogue
‣ How	do	you	build	conversa=onal	systems	to	do	things?

Siri,	find	me	a	good	sushi	
restaurant	in	Chelsea

Sushi	Seki	Chelsea	is	a	sushi	
restaurant	in	Chelsea	with	4.4	stars	

on	Google

How	expensive	is	it?

Entrees	are	around	$30	each

Find	me	something	cheaper



Task-Oriented	Dialogue

Hey	Alexa,	why	isn’t	my	Amazon	
order	here?

Let	me	retrieve	your	order.	
Your	order	was	scheduled	to	arrive	

at	4pm	today.

‣ Customer	service:

It	never	came

Okay,	I	can	put	you	through	to	
customer	service.



Task-Oriented	Dialogue
‣ Parsing	/	language	understanding	
is	just	one	piece	of	a	system

Young	et	al.	(2013)

‣ Dialogue	state:	reflects	any	
informa=on	about	the	
conversa=on	(e.g.,	search	
history)

‣ User	u9erance	->	update	dialogue	state	->	take	ac=on	(e.g.,	query	the	
restaurant	database)	->	say	something

‣ How	do	we	represent	the	informa=on	from	the	user’s	u9erance?



ATIS

DARPA	(early	1990s),	Figure	from	Tur	et	al.	(2010)

‣ This	is	how	most	Alexa	skills	work.	Can	match	with	rule-based	systems	or	
use	classifiers

‣ Intent	and	slots	model:	classify	an	intent	(Airfare),	then	fill	several	slots	
needed	to	specify	the	parameters	for	that	intent



Intents
‣ 29	different	intents	in	ATIS:

what	days	of	the	week	do	flights	from	san	jose	to	nashville	fly	on

does	tacoma	airport	offer	transportaGon	from	the	airport	to	the	
downtown	area

which	flights	go	from	cleveland	to	indianapolis	on	april	fiIh

what	meals	are	served	on	american	flight	811	from	tampa	to	milwaukee

Intent:	flight

Intent:	ground_service

Intent:	day_name

Intent:	meal



Dataflow	Graphs

Seman=c	Machines;	Andreas	et	al.	(2020)

‣ How	do	we	scale	to	more	complex	dialog	scenarios?	One	proposal:	
dataflow	graphs



Dataflow	Graphs

Seman=c	Machines;	Andreas	et	al.	(2020)



Task-Oriented	Dialog:	What	the	user	sees

Find	me	a	good	sushi	restaurant	in	Chelsea

Sushi	Seki	Chelsea	is	a	sushi	restaurant	in	Chelsea	with	
4.4	stars	on	Google

How	expensive	is	it?

Entrees	are	around	$30	each



Find	me	a	good	sushi	restaurant	in	Chelsea

restaurant_type <- sushi

location <- Chelsea

Sushi	Seki	Chelsea	is	a	sushi	restaurant	in	Chelsea	with	
4.4	stars	on	Google

curr_result <- execute_search()

How	expensive	is	it?
get_value(cost, curr_result)

Entrees	are	around	$30	each

Task-Oriented	Dialog:	Under	the	hood



Training	Dialog	Systems

Find	me	a	good	sushi	restaurant	in	Chelsea

restaurant_type <- sushi

location <- Chelsea

curr_result <- execute_search()
{wizard	enters	

these

Sushi	Seki	Chelsea	is	a	sushi	restaurant	in	Chelsea	with	
4.4	stars	on	Google{wizard	types	this	

out	or	invokes	
templates

‣ Learning	from	demonstra=ons:	the	system	can	learn	from	what	the	
wizard	does	and	do	that	in	the	future

‣ “Wizard	of	Oz”:	can	run	the	dialog	system	in	a	real	sezng	and	have	a	
human	decide	what	it	should	do	next



Task-Oriented	Dialogue

‣ Need	to	know	what	the	system	should	do,	not	just	what	it	should	say

‣ Lots	of	industry	ac=vity	in	this	space,	less	in	academia	(hard	to	maintain	
all	of	the	moving	parts	for	a	real	dialog	system)

‣ Building	these	systems	takes	a	ton	of	engineering	—	it	typically	
doesn’t	use	pre-trained	models	(un=l	2023…)

‣ Genera=on	is	usually	templated	(handwri9en),	otherwise	the	system	
can	behave	unexpectedly

‣ Current	interest:	work	like	Toolformer	/	Langchain	that	allows	LLMs	to	
generate	the	API	calls	directly



Takeaways

‣ Instruc=on-tuning	and	RLHF	are	two	procedures	that	take	LMs	to	
the	next	level	—	these	models	work	drama=cally	be9er	than	basic	
GPT-3

‣ These	are	the	founda=on	of	modern	chatbots	(along	with	lots	of	
pre-training	data),	very	exci=ng	capabili=es	in	these	LLM	agents

‣ Task-oriented	dialog	has	historically	been	different	but	is	star=ng	to	
unify	with	chatbots	(Bing	agent	has	ability	to	make	API	calls)


