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word Zvec 't

learn 2- vectors for every word

word vector

context vector

Try to predict context given word

F-
inputs : a corpus of text

Output : Tw ,
Iw for each word

9 q
word context

w in vocab

( for A2 : use J , or Jet )
Hyperparameters : d (50-300)

window size K



(skip
-granny

Let K=l K=2 includes
K=1

The film inspired me

a-
context context

context

[ 9 Skip bigranm
predict

word context

( film , The )

} Training(film , inspired ) examples
(film, me )



Motel ( skip
-

gram )
Tx

Pl context -_ yl word __×)

entity distribution
over context=

É words in V

YÉV

parameters : vectors J IV / xd

context vecs I Ivlxd

randomly initialized

Training (×, y )
train exs

Minimize { - log Plaintext:-/ lword⇒↳ y)



EI Corpus = I saw k=l

vocab = [I
,
saw } d=2

Assume I = [ 1,0 ] Tsa [0,1]

V

① Let Esau -_ Gil%¥± E±=[o , ']
what is

P( context / word __ saw)°µan

zornes LIM)

@
Tsaw -

tI=e eTsaw
- Tsang ,

P( It saw )=
e- plsawlsan )
e +1=3
,
= ¥24



② How to minimize loss

further by changing c- ?

↳ = [02] ⇒ c±=[ o 10]

ET~_ 0.999 .

③ why is Ftc ? Why two

spaces
?

(saw) saw ) always be high !

word vector selects for words

that are near it

noun →
verbs

noun ✗ novas



Problenswithskipijvam
If we ran this training over

100M word corpus with V= 30k,
what's going

1- be hard ?

- polysemy : different word senses

- different vector per sense ?

- train on a homogeneous corpus
- context-dependent vectors

( BERT, GPT)
- computation : IV /

,
d
' 5-0-300

P(yH=O(lvldl
for training : do that ✗ 100M



Twofixes

Skip - gram
w/negative sampling

Tate (word, context ) pairs as

"real
"

data

(word ,
~ sampled - context) as fake

data

learn a classifier

elreallyixk

(film
, buy) is this fate ?



G- love

f.ae#5 a matrix of

(word,
context ) counts ( Ka )

the I saw . - -

the 25 12

I 25 1512

☐ 101×14saw 12 15hL
.

a
i.

matrix factorization

✗Vlxr )×( ✓✗ 141=101×124

Same as SG + SGNS


