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Lecture	12:	ICL	2:	
Text	ra>onales,	
Chain-of-thought



Administrivia

‣ Project	3	due	in	two	weeks

‣ FP	proposals	back	early	next	week



Recap:	Zero-shot/Few-shot	promp>ng

Review:	The	movie’s	ac0ng	could’ve	been	be7er,	but	the	visuals	and	
direc0ng	were	top-notch.	
Out	of	posi0ve,	nega0ve,	or	neutral,	this	review	is GPT-3 neutral

‣ Single	unlabeled	datapoint	x,	want	to	predict	label	y

‣ Wrap	x	in	a	template	we	call	a	verbalizer	v

x	=	The	movie’s	ac0ng	could’ve	been	be7er,	but	the	visuals	and	direc0ng	were	top-notch.

‣ Need	the	right	prompt	(but	there	is	a	“plateau”	of	prompts	that	work)

‣ Few-shot:	add	one	or	more	examples.	Typically	works	be8er!	Par>cularly	
with	rich	examples	like	we’ll	see	today



Recap:	Understanding	ICL

‣ ICL	can	learn	a	strategy	like	ordinary	least-squares	(Akyurek	et	al.,	2022)

‣ We	can	iden>fy	induc0on	heads	in	Transformers;	these	emerge	when	ICL	
performance	improves	(Olsson	et	al.,	2022)



This	Lecture

‣ Text	ra>onales:	text	explana>ons	of	answers

‣ Chain-of-thought	promp>ng	(zero-	and	few-shot)

‣ Extensions

‣ Analysis	of	explana>ons



Text	Ra>onales



Example	from	Vision

‣ What	makes	a	visual	explana>on?	Should	be	
relevant	to	the	class	and	the	image

‣ Are	these	features	really	what	the	model	used?

Hendricks	et	al.	(2016)



Genera>ng	Explana>ons:	Birds

‣ LSTM	decoder	looks	at	a	feature	vector	and	predicted	label,	then	
generates	an	explana>on	from	those

‣ It’s	trained	on	human	explana>ons	—	so	it	will	likely	produce	
explana>ons	that	look	good	(it	learns	to	be	a	language	model)

Hendricks	et	al.	(2016)



E-SNLI

‣ Two	formats:	highlights	and	text
Camburu	et	al.	(2019)



Genera>ng	Explana>ons:	E-SNLI

‣ Similar	to	birds:	explana>on	is	condi>oned	on	the	label	+	network	state	f

‣ Informa>on	from	f	is	fed	into	the	explana>on	LSTM,	although	we	don’t	
know	how	that	informa>on	is	being	used

f	=	func>on	of	premise	and	hypothesis	vectors

Camburu	et	al.	(2019)



Text	Explana>ons
‣ Can	we	generate	a	natural	language	explana>on	of	a	model’s	behavior?

‣ What	are	some	advantages	to	this?

‣ Easy	for	untrained	users	to	understand

‣ Mul>tasking	to	produce	human-wri8en	explana>ons	may	help	us	
learn

‣ What	are	some	risks/disadvantages?



Text	Explana>ons

‣ Issues	with	text	explana>ons:

‣ Hard	to	produce/consume	(these	models	are	sort	of	clunky)

‣ Hard	to	know	if	they	faithfully	reflect	what	a	model	is	doing

‣ More	broadly,	hard	to	evaluate	

‣ However,	wri>ng	such	explana>ons	comes	naturally	to	us…so	that	
means	that	they	reflect	some	kind	of	underlying	reasoning	process	
that	we’re	doing?

‣ Pre-2021:	this	process	would	usually	be	captured	structurally	in	a	model.	
2022	and	beyond:	chain	of	thought



Chain-of-thought



Text	ra>onales	vs.	programs

Ling	et	al.	(2017)

‣ Ra>onales	are	most	useful	for	problems	where	some	computa>on	is	
required.	They	can	ar>culate	the	intermediate	steps	needed	to	solve	it

‣ Some	of	the	earliest	work:	math	word	problems



QA

Geva	et	al.	(2021)

‣ “StrategyQA”:	dataset	where	different	reasoning	strategies	are	needed

‣ Related	to	mul>-hop	QA:	“What’s	the	capital	of	the	country	where	
Aristotle	lived?”	(but	these	are	easy	with	current	models)



Chain-of-thought

Wei	et	al.	(2022)

‣ For	these	kinds	of	problems,	do	“computa>on”	en>rely	in	natural	language

‣ For	math:	relies	on	the	fact	that	LLMs	can	at	least	do	single	steps	of	
arithme>c	okay

‣ For	QA:	many	problems	involve	reasoning	decomposi>ons	
E.g.,	What’s	the	capital	of	the	country	where	Aristotle	lived?	->	
ans	=	“country	where	Aristotle	lived”	
return	What’s	the	capital	of	[ans]

‣ Unifies	several	ideas:

‣ For	other	tasks:	capture	the	kinds	of	behavior	wri8en	in	ra>onales



Chain-of-thought

Wei	et	al.	(2022)

‣ Typically	a	few-shot	
promp>ng	technique	
where	the	in-context	
examples	now	contain	
explana>ons

‣ Answer	is	not	generated	
in	one	go,	but	comes	
aser	an	explana>on	that	
“talks	through”	the	
reasoning



Chain-of-thought

Ye	and	Durre8	(NeurIPS	2022)

Context:	Christopher	agrees	with	Kevin.	Tiffany	agrees	with	Ma7hew.	Mary	hangs	out	with	
Danielle.	James	hangs	out	with	Thomas.	Kevin	is	a	student.	Ma7hew	is	a	plumber.	Danielle	is	
a	student.	Thomas	is	a	plumber.

Q:	Who	hangs	out	with	a	student?

A:	Mary.

From	our	work:	a	synthe>c	test	of	mul>-hop	reasoning	with	extrac>ve	explana>ons:

Explana-on:	because	Mary	hangs	out	with	Danielle	and	Danielle	is	a	student.

‣ What	kind	of	explana>on	would	you	write	here?



Chain-of-thought

Because	Mary	hangs	out	with	Danielle	and	Danielle	is	a	student,	the	answer	is	Mary.

Explain-predict:	answer	is	condi>oned	on	output	explana>on	(Chain	of	Thought)

Context:	Christopher	agrees	with	Kevin.	[…]	Q:	Who	hangs	out	with	a	student?

Mary,	because	Mary	hangs	out	with	Danielle	and	Danielle	is	a	student.

Predict-explain:	answer	is	not	condi>oned	on	output	explana>on	(original	E-SNLI	LSTM)

Context:	Christopher	agrees	with	Kevin.	[…]	Q:	Who	hangs	out	with	a	student?

Context:	Christopher	agrees	with	Kevin.	[…]	Q:	Who	hangs	out	with	a	student?

Mary

Standard	few-shot	learning,	no	explana>on



Chain-of-thought
Pr
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GPT-3

Context:	Christopher	agrees	with	Kevin.	[…]	Q:	Who	hangs	out	with	a	student?

Mary,	because	Mary	hangs	out	with	Danielle	and	Danielle	is	a	student.

Context:	Adam	plays	with	Ellen.	[…]	Q:	Who	plays	with	a	doctor?

greedy	decoding	from	GPT-3

Train	Ex

Train	Ex

Adam,	because	Adam	plays	with	Ellen	and	Ellen	is	a	doctor.



Results

Ye	and	Durre8	(NeurIPS	2022)

Q1:	Do	these	explana-ons	help?
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‣ Not	really.	Small	gains	on	AdvHotpot	and	
E-SNLI.	No	one	technique	dominates

‣ Not	well.	On	Synthe>c,	surface	
heuris>cs	give	50%.

Does	GPT-3	(text-davinci-001)	work	well	
without	explana-ons?



Results

Ye	and	Durre8	(NeurIPS	2022)

‣ Can	language	models	generate	reliable	explana>ons?	

‣ Factuality:	whether	an	explana>on	is	factually	grounded	in	the	input	context	

‣ Consistency:	whether	an	explana>on	entails	the	answer
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Factuality Consistency

‣ Model-generated	explana>ons	are	not	always	reliable



Results

Ye	and	Durre8	(NeurIPS	2022)

Results	on	SYNTH	data

‣ Instruct	tuning	helps	but	it	seems	to	be	not	quite	sufficient

Non-Instruct	Models Instruct	Models

‣Bigger	models	are	beWer,	and	modern	models	are	very	good
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What	Makes	Explana>ons	Effec>ve?

‣ Probing	LLMs	with	perturbed	explana>ons	
‣ Perturbing		Computa-on	Trace	

‣ Do	LMs	“follow”	explana>ons?

‣ Perturbing		Natural	Language	

Question

Gold Explanation

Take the last letters of the words in "Bill Gates” and 
concatenate them.

The last letter of  "Bill" is letter"l". The last of "Gates" is "s". 
Concatenating “l" and "s" is “ls". So the answer is ls.

The last letter of  "Bill" is letter " ". The last of "Gates" is " ". 
Concatenating “l" and "s" is “ls". So the answer is ls.

 Trace  NL  

Perturbing Trace

"Bill","l","Gates","s","l","s","ls". So the answer is ls.Perturbing NL

Ye	et	al.	(2022)



What	Makes	Explana>ons	Effec>ve?
?

‣ Do	LMs	“follow”	explana>ons?	How	do	explana>ons	work	for	in-context-learning?

‣ YES.	Perturbing	either	trace	or	NL	leads	to	performance	degrada>on.	
‣ But	perturbed	explana>ons	are	s>ll	beneficial	compared	to	not	using	explana>ons	at	all

Ye	et	al.	(2022)



Chain-of-thought	extensions



Step-by-Step

Kojima	et	al.	(2022)

‣ Prompt	for	step-by-step	reasoning:	produces	chains	of	thought	without	
including	demonstra>ons

‣ Separate	prompt	to	extract	the	answer	(“Therefore,	the	answer	is	___”)



Step-by-Step

Kojima	et	al.	(2022)

‣ text-davinci-002	(fine-tuned	model)



Step-by-Step

Kojima	et	al.	(2022)



Chain-of-thought
‣ Models	have	been	
RLHFed	to	do	this	
without	promp-ng



Demo:	Step-by-Step	
(Math	QA,	StrategyQA)



Self-Consistency

Wang	et	al.	(2022)

‣ Ensembling	across	mul>ple	outputs	(either	zero-shot	or	few-shot)

‣ GSM8k:	56.5	->	74.4,	5%	gains	on	several	other	math	
datasets,	lower	gains	on	text	tasks



Program-aided	Language	Models

Gao	et	al.	(2022)

‣ For	math:	why	are	we	doing	the	arithme>c	in	the	LLM	itself?

‣ Many	flavors	of	this:	
“Faithful	Chain-of-thought”,	
“Program-of-thought”,	
Toolformer,	etc.

‣ Instead:	generate	code	
fragments	and	actually	
execute	them	to	get	an	
answer	(how	most	earlier	
math	word	problem	
systems	worked)



Self-ask

Press	et	al.	(2022)

‣ Similar	idea	but	with	QA/a	
search	engine	in	the	loop

‣ Bing’s	“Sydney”	agent	has	
some	capabili>es	around	
this

‣ Demonstra>on	shows	
sub-ques>ons	and	sub-
answers,	can	poten>ally	
do	search	at	these	
intermediate	points



Other	ideas

‣ For	math:	can	having	various	other	ways	of	doing	programma>c	
verifica>on

‣ For	natural	language	reasoning:	missing	component	of	search	and	
planning,	discussed	in	“Language	Model	Cascades”

‣ For	problems	like	fact-checking	or	QA	involving	complex	reasoning,	its	
difficult	to	verify	all	of	the	individual	steps…so	if	CoT	goes	wrong,	it	may	
even	be	hard	for	a	human	to	spot



Factuality	and	Hallucina>on



Factuality

‣ Language	models	model	distribu>ons	over	text,	not	facts.	There’s	no	
guarantee	that	what	they	generate	is	factual:

‣ Language	models	are	trained	on	the	web.	Widely-popularized	
falsehoods	may	be	reproduced	in	language	models

‣ A	language	model	may	not	be	able	to	store	all	rare	facts,	and	as	a	
result	moderate	probability	is	assigned	to	several	op>ons



TruthfulQA



Factuality

‣ Language	models	model	distribu>ons	over	text,	not	facts.	There’s	no	
guarantee	that	what	they	generate	is	factual:

‣ Language	models	are	trained	on	the	web.	Widely-popularized	
falsehoods	may	be	reproduced	in	language	models

‣ A	language	model	may	not	be	able	to	store	all	rare	facts,	and	as	a	
result	moderate	probability	is	assigned	to	several	op>ons

‣ There	are	many	proposed	solu>ons	to	factuality.	How	do	we	
evaluate	them?	How	do	we	check	facts	“explicitly”?



Grounding	LM	Genera>ons
‣ Suppose	we	have	text	generated	from	an	LM.	We	want	to	check	it	
against	a	source	document.	What	techniques	have	we	seen	so	far	that	
can	do	this?

‣ What	steps	are	involved?

1.	Decide	what	text	you	are	grounding	in	(may	involve	retrieval)

2.	Decompose	your	text	into	pieces	of	meaning	to	ground

3.	Check	each	piece

‣ For	now,	we’ll	assume	the	reference	text/documents	are	given	to	us	
and	not	focus	on	step	1



Concrete	Se{ng

‣ Dataset:	ChatGPT-generated	biographies	of	people.	May	contain	errors,	
par>cularly	when	dealing	with	obscure	people!

Sewon	Min	and	Kalpesh	Krishna	et	al.	(2023)



Step	2:	Decomposi>on

Ryo	Kamoi	et	al.	(2023)

Yixin	Liu	et	al.	(2023)

‣ Can	go	deeper:	think	of	
sentences	as	expressing	a	
collec>on	of	proposi>ons

‣ Long	history	in	frame	seman>cs	
of	defining	these	proposi>ons.	
Many	proposi>ons	anchor	to	
verbs

‣ Recent	work:	extract	proposi>ons	with	LLMs

‣ Simplest	approach:	each	sentence	
needs	to	be	grounded



Pipeline:	RARR

‣ The	“checking”	stage	is	also	
implemented	with	LLMs	here

‣ Full	pipeline	including	retrieval

‣ Decomposi>on	is	framed	as	
ques>on	genera>on

Luyu	Gao	et	al.	(2022)

‣ Final	stage:	try	to	revise	the	output



Takeaways
‣ Chain-of-thought	promp>ng	(zero-	and	few-shot)	can	work	well	for	tasks	
involving	reasoning,	especially	mathema>cal	reasoning	and	textual	
ques>on	answering	with	mul>ple	steps

‣ Several	things	needed	to	improve	them,	such	as	self-consistency	and	the	
ability	to	use	other	resources	like	code	execu>on	or	APIs

‣ Next	>me:	RLHF,	makes	models	be8er	at	zero-shot	promp>ng	and	
producing	well-structured	chain-of-thought	responses


