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Announcements
‣ FP	on	the	horizon

‣ Presenta;ons	on	last	two	class	days,	starts	in	1.5	weeks!

‣ Next	week:	no	class	Thursday	due	to	MLL	symposium	(which	you	can	
a8end!)

This	Lecture

‣ LLM	safety:	jailbreaking

‣ Morphology

‣ LLM	safety:	copyright	and	learning/unlearning
Morphology



NLP	in	other	languages

‣ Some	of	our	algorithms	have	been	specified	to	English

‣ Some	structures	like	cons;tuency	parsing	don’t	make	sense	for	other	
languages	(already	discussed)

‣ Even	the	no;on	of	what	word	units	are	might	not	be	the	same	across	
languages!

‣ This	lecture:	gain	some	sensi;vity	to	these	differences

‣ Other	languages	present	some	challenges	not	seen	in	English	at	all

What	is	morphology?
‣ Study	of	how	words	form

‣ Deriva;onal	morphology:	create	a	new	word	from	a	root	word

estrange	(v)	=>	estrangement	(n)

become	(v)	=>	unbecoming	(adj)

I	become	/	she	becomes

‣ Inflec;onal	morphology:	word	is	inflected	based	on	its	context

‣ May	not	be	totally	regular:	enflame	=>	inflammable

‣ Mostly	applies	to	verbs	and	nouns

Morphological	Inflec;on
‣ In	English: I	arrive you	arrive he/she/it	arrives

we	arrive you	arrive they	arrive
[X]	arrived

‣ In	French:

Morphological	Inflec;on
‣ In	Spanish:



Noun	Inflec;on

‣ Nomina;ve:	I/he/she,	accusa;ve:	me/him/her,	geni;ve:	mine/his/hers

‣ Not	just	verbs	either;	gender,	number,	case	complicate	things

I	give	the	children	a	book	<=>	Ich	gebe																								ein	Buch
I	taught	the	children	<=>	Ich	unterrichte	die	Kinder

‣ Da;ve:	merged	with	accusa;ve	in	English,	shows	recipient	of	something

den	Kindern

Irregular	Inflec;on
‣ Common	words	are	ofen	irregular

‣ I	am	/	you	are	/	she	is

‣ Less	common	words	typically	fall	into	some	regular	paradigm	—	
these	are	somewhat	predictable

‣ Je	suis	/	tu	es	/	elle	est

‣ Soy	/	está	/	es

Agglu;na;ng	Langauges

‣ Finnish/Hungarian	
(Finno-Ugric),	also	
Turkish:	what	a	
preposi;on	would	
do	in	English	is	
instead	part	of	the	
verb	(hug)

‣ Many	possible	forms	—	and	in	newswire	data,	only	a	few	are	observed
illa;ve:	“into” adessive:	“on”

halata:	“hug”

Morphologically-Rich	Languages

‣ Many	languages	spoken	all	over	the	world	have	much	richer	morphology	
than	English

‣ CoNLL	2006	/	2007:	dependency	parsing	+	morphological	analyses	for	
~15	mostly	Indo-European	languages

‣ Word	piece	/	byte-pair	encoding	models	for	MT	are	pre8y	good	at	
handling	these	if	there’s	enough	data

‣ SPMRL	shared	tasks	(2013-2014):	Syntac;c	Parsing	of	Morphologically-
Rich	Languages

‣ Universal	Dependencies	project



Morphological	Analysis:	Hungarian

Ám	a	kormány	egyetlen	adó	csökkentését	sem	javasolja	.
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But	the	government	does	not	recommend	reducing	taxes.

Morphologically-Rich	Languages

‣ Great	resources	for	challenging	
your	assump;ons	about	language	
and	for	understanding	
mul;lingual	models!

Chinese	Word	Segmenta;on

‣ LSTMs	over	character	
embeddings	/	character	
bigram	embeddings	to	
predict	word	boundaries

‣ Word	segmenta;on:	
some	languages	
including	Chinese	are	
totally	untokenized

Chen	et	al.	(2015)

‣ Having	the	right	
segmenta;on	can	help	
machine	transla;on

Tokenizer-Free	Modeling

Clark	et	al.	(2021)



LLMs	and	Society

Crash	Course

‣ This	lecture:	surveying	several	topics	related	to	LLMs	having	too	much	
knowledge	(and	surfacing	it	at	the	wrong	;mes)	or	too	li8le	knowledge

‣ Next	lecture:	wide-ranging	discussion	around	LLM

‣ Adversarial	a8acks
‣ “Jailbreaking”

Jailbreaking Safety	Issues	of	LLMs

Xinyue	Shen	et	al.	(2023)

‣ What’s	the	“worst	case	
scenario”	you	can	think	of	
here?



Safety	Issues	of	LLMs

Andy	Zou	et	al.	(2023)

Finding	Jailbreak	Prompts

Andy	Zou	et	al.	(2023)

‣ Op;miza;on	problem:	find	the	!	tokens	that	maximize	
P(purple	text	|	prefix)

‣ Same	setup	as	Wallace	et	al.	“Universal	Adversarial	Triggers”

Finding	Jailbreak	Prompts

Andy	Zou	et	al.	(2023)

Results:	Finding	Jailbreak	Prompts

Andy	Zou	et	al.	(2023)

‣ ASR	=	A8ack	Success	Rate

‣ Can	successfully	a8ack	individual	models	when	op;mizing	for	them



Andy	Zou	et	al.	(2023)

‣ Can	also	a8ack	mul;ple	models	at	once

Results:	Finding	Jailbreak	Prompts Mul;ple	Model	A8acks

Andy	Zou	et	al.	(2023)‣ What’s	the	“worst	case	scenario”	you	can	think	of	here?

Copyright	and	Learning/Unlearning

Copyright	Issues

h8ps://www.jdsupra.com/legalnews/ar;ficial-intelligence-and-copyright-6563561/

The	lawsuit	claims	that	OpenAI's	"commercial	success	is	built	in	large	part	on	
OpenAI's	large-scale	copyright	infringement."	The	NYT	alleges	that:	(1)	OpenAI's	
plaDorm	is	powered	by	LLMs	containing	copies	of	The	NYT's	content;	and	(2)	
OpenAI's	plaDorm	generates	output	that	recites	The	NYT's	content	verbaJm,	closely	
summarizes	it,	mimics	its	expressive	style,	and	even	wrongly	aNributes	false	
informaJon	to	The	NYT.

‣ Lawsuits	surrounding	genera;ve	AI	
‣ Ge8y	Images	suing	Stability	AI	(over	images)	
‣ NYT	suing	OpenAI



Copyright	Issues

Eldan	and	Russinovich	(2023)

‣ One	solu;on:	can	we	“unlearn”	this	text?

‣ Can’t	just	reduce	the	likelihood	of	“Harry”;	this	damages	more	general	
language	understanding

‣ Can’t	just	reduce	the	likelihood	of	“Ron”	or	the	model	will	start	to	say	
“Hermione”

Knowledge	Unlearning

Eldan	and	Russinovich	(2023)

‣ Train	a	“reinforced”	model	that	learns	the	knowledge	to	learn	even	more

‣ Find	tokens	that	score	highly	under	the	baseline	model	and	low	under	
the	reinforced	model	(don’t	increase	with	reinforcing)

‣ Separate	modifica;on:	also	remap	dis;nc;ve	tokens	(e.g.,	Marauder’s	
Map	—>	Explorer’s	Chart)

Aside:	Contras;ve	Decoding

Xiang	Li	et	al.	(2023)

‣ Compare	a	weak	model	and	a	
strong	model	to	improve	the	
strong	model	further

‣ Why	use	the	weak	model	at	
all?

Eldan	and	Russinovich	(2023)‣ Blue	=	target	labels

Knowledge	Unlearning



Eldan	and	Russinovich	(2023)

Knowledge	Unlearning Knowledge	Learning

Yasumasa	Onoe	et	al.	(2022)

‣ What	about	learning	new	en;;es?

Knowledge	Learning

‣ Our	dataset:	En;ty	Cloze	by	Date

Yasumasa	Onoe	et	al.	(2022)

‣ Cloze	task:	fill-in-the-blank	reasoning

‣ En;;es	indexed	by	date:	retrieve	en;;es	that	won’t	have	been	seen	
by	a	language	model	before

En;ty	Upda;ng

Yasumasa	Onoe	et	al.	(2022)

‣ Goal:	update	a	model	so	that	it	now	knows	something	about	this	
en;ty



Methods:	En;ty	Upda;ng

Eric	Mitchell	et	al.	(2022),	
Kevin	Meng	et	al.	(2022)

‣ Fine-tune	(FT)	on	this	defini;on.	Problem:	it’s	hard	to	learn	all	of	
this	informa;on	in	just	one	shot

‣ MEND	(Mitchell	et	al.):	meta-learn	an	update	to	inject	the	
informa;on	in	a	single	gradient	step

‣ ROME	(Meng	et	al.):	use	interpretability	methods	to	find	where	in	a	
network	informa;on	is	“stored”,	then	update	those	params

Results:	En;ty	Upda;ng

Yasumasa	Onoe	et	al.	(2023)

‣ Prepending	the	en;ty’s	defini;on	makes	perplexity	much	be8er.	
But	other	injec;on	techniques	don’t	work	well	(e.g.,	ROME)

‣ Results	on	GPT2-Neo:

Results:	En;ty	Upda;ng

Shankar	Padmanabhan	et	al.	(2023)
‣ Knowledge	dis;lla;on	method	to	add	informa;on,	but	s;ll	doesn’t	
work	that	well!

Where	are	we	at?

‣ LLMs	are	s;ll	retrained	frequently	to	update	the	informa;on

‣ No	widely	accepted	recipes	for	adding	or	removing	informa;on

‣ RLHF	is	used	to	prevent	LLMs	from	surfacing	bad	informa;on,	but	
things	like	jailbreaking	can	s;ll	circumvent	it



Ethics,	Bias,	and	Fairness

Framing

‣ Mul;lingual	models	are	important	par;ally	because	they	make	NLP	
technology	more	accessible	to	a	wide	audience

‣What	are	the	implica.ons	of	that	access?	
More	broadly,	what	is	the	societal	impact	of	NLP	models?	
What	ethical	ques.ons	do	we	need	to	consider	around	them?

‣ This	addresses	the	issue	of	exclusion:	people	not	being	able	to	access	
them	due	to	language	barriers

Major	Tests	for	Fairness

‣ Toxicity:	will	an	LM	generate	sexist/racist/biased	output?

‣ …will	it	do	it	from	an	“innocent”	prompt?	(If	you	ask	it	to	be	racist,	
that’s	not	as	bad	as	if	you	just	ask	it	for	a	normal	answer)

‣ Bias:	will	predic;ons	be	biased	by	gender	or	similar	variables?

‣ BiasInBios:	predict	occupa;on	from	biography,	where	gender	is	a	
confounding	variable

‣ Do	representa;ons	encode	a8ributes	like	gender?

‣ Will	LLMs	do	different	things	for	prompts	with	different	race/religion/
gender?	(E.g.,	will	tell	“Jewish”	jokes	but	not	“Muslim”	jokes)

Things	to	Consider

‣What	ethical	ques.ons	do	we	need	to	consider	around	NLP?

‣What	kinds	of	“bad”	things	can	happen	from	seemingly	“good”	
technology?

‣What	kinds	of	“bad”	things	can	happen	if	this	technology	is	used	for	
explicitly	bad	aims	(e.g.,	genera.ng	misinforma.on)?


