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Abstract
Serverless platforms have been attracting applications from

traditional platforms because infrastructure management re-
sponsibilities are shifted from users to providers. Many appli-
cations well-suited to serverless environments could leverage
GPU acceleration to enhance their performance. Unfortu-
nately, current serverless platforms do not expose GPUs to
serverless applications.

We present DGSF, a platform that enables serverless applica-
tions to access virtualized GPUs by disaggregating resources.
DGSF facilitates provisioning and addresses utilization chal-
lenges by allowing a small pool of remote physical GPUs to
serve potentially many serverless applications concurrently.
With DGSF, the cloud provider decouples GPU resources from
others, facilitating resource consolidation.

In this article, we describe how DGSF tackles GPU disag-
gregation challenges using API remoting virtualization, and
optimizations, which include hiding communication latency
and pooling resources. Our evaluation shows that these API
remoting optimizations can lower the runtime of an applica-
tion by up to 50% relative to an unoptimized API remoting
scheme. Because these optimizations aggressively remove
the latency of GPU runtime and object management from
the application’s critical path, they can enable applications
executing on DGSF to have lower end-to-end time than when
running on a GPU natively. Through consolidation, DGSF can
lower queueing delays of application that use GPUs by up to
53%. We also demonstrate DGSF’s flexibility by augmenting
applications on AWS Lambda with GPU support.
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1 Introduction

The continuous migration of event-driven applications from
conventional deployment infrastructure, such as infrastructure
as a service (IaaS), towards serverless platforms [33, 49, 58]
is driven by factors like rapid access to scalable resources
and the offloading of operational concerns such as infras-
tructure management. Many applications that are well-suited
for serverless environments could leverage GPU acceleration
to significantly enhance their performance. Unfortunately,
general access to GPUs to serverless platforms is in its in-
fancy [2, 3]. Some providers support GPU acceleration indi-
rectly, by specializing and modifying library APIs (e.g. AWS
Elastic Inference exposes ML APIs like TensorFlow) to use
GPUs. These services are not accessible to serverless applica-
tions that do not use the library supplied by the provider.

Naively supporting GPUs for serverless platforms is triv-
ial: provision a subset of the machines in a datacenter with
GPUs, use existing virtualization techniques (e.g., by deploy-
ing CUDA-enabled containers [35,39]) and exclusively sched-
ule applications that use GPUs to those machines. However,
this immediately leads to provisioning challenges for the
provider. Installing too many GPUs is prohibitively expensive
and will lead to under-utilization of GPUs. Provisioning fewer
GPUs can lower that cost, but leads to a difficult scheduling
problem: matching functions that need CPUs, host memory
and GPUs with machines that actually have the required re-
sources requires complex high-latency scheduling algorithms,
and remains an active area of research [11, 46, 52, 53]. We
believe these problems are the main reason current server-
less providers either do not support accelerators or provide
minimal applicable support; there is no cost- and complexity-
effective practical solution.

Installing GPUs in just some machines can lower that
cost, but leads to a difficult problem: matching functions
that need CPUs, host memory and GPUs with machines that
actually have the required resources requires complex high-
latency scheduling algorithms, and remains an active area
of research [11, 46, 52, 53]. We believe current serverless
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providers do not support accelerators because they lack a
practical solution: it is difficult to provision the infrastructure
in a cost- and complexity-effective way.

A compelling technique that can assist the design of a
GPU-enabled serverless platform is disaggregation of the
physical GPUs. Disaggregation allows the provider to in-
dependently manage and scale CPU and GPU resources to
minimize cost and maximize utilization. Disaggregation sim-
plifies the scheduling problem by separating resources: with-
out disaggregation, both CPU and GPU requirements must
be satisfied by a single host while, with disaggregation, CPU
and GPU requirements are decoupled.

However, realizing a disaggregated system to support GPUs
for serverless functions requires solutions to a number of
challenges, which we address in this paper:
C1 Preserving the serverless programming model: the GPU
should appear local to the application. Requesting and utiliz-
ing a GPU should not require any infrastructure management.
C2 Preserving the expected performance of GPU accelera-
tion in the face of overheads introduced by disaggregation.
C3 Improving and load balancing GPU utilization.
DGSF is a platform for enabling general disaggregated

GPUs for serverless functions. DGSF makes use of API re-
moting [21, 60] specialized for serverless, allowing a virtual
GPU to be backed by part of a physical GPU on a remote
server. DGSF uses API remoting-based GPU virtualization to
share GPUs across potentially many functions, consolidating
GPUs to increase utilization. DGSF solves C1 by transparently
exposing the GPU runtime API (our prototype uses CUDA) in
such a way that the GPU appears to be local from the perspec-
tive of the function. DGSF solves C2 by optimizing the API
remoting system for the serverless environment by specially
handling some interposed API calls. For example, the GPU
runtime context and common handles are precreated to reduce
initialization overhead. DGSF solves C3 through transparent
workload migration across GPUs. Using statistics collected
at runtime, DGSF’s GPU server can load balance utilization
by moving the execution of an application from one GPU to
another.

Our DGSF prototype provides functions with CUDA run-
time version 10.1. We study the performance of the prototype
with six benchmark applications (§6) that use the CUDA
API directly or through GPU-enabled libraries, like CuPy,
OpenCV, TensorFlow and ONNX Runtime. This paper makes
the following contributions.

• DGSF uses novel techniques to specialize API remoting
for the serverless environment. These optimizations can
improve the runtime of a function by up to 50% relative
to unoptimized DGSF.

• We describe new techniques for live migration that use
low-level GPU memory management to preserve address
space mappings across GPUs.

• During a heavy load of GPU functions, DGSF with GPU
sharing can complete all requests in 20% less time rela-
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Figure 1: Architecture of a serverless deployments using DGSF.
Components in blue are the scope of this work. Components
in yellow already exist in serverless deployments.

tive to DGSF without GPU sharing.

2 Background

DGSF’s goal is to enable the use of GPUs by serverless func-
tions, while not adding more limitations for the user and not
making management more difficult for the provider. GPUs for
serverless platforms would ideally be as fast as a local GPU
(for the client) and easy to consolidate onto a limited number
of physical GPUs (for the provider). GPU consolidation is
notoriously difficult [16, 32, 34, 37, 43, 50]. DGSF schedules
applications optimistically, without needing complex schedul-
ing algorithms. In case a scheduling choice was not optimal,
DGSF can live migrate the execution between GPUs.

Virtualization through remote execution removes the need
for GPUs to be physically in the same machine that will exe-
cute the application, and allows late binding of physical GPUs
to functions. There are many flavors of remote execution for
accelerators, such as forwarding the PCIe bus traffic [32] and
remoting driver and/or API calls [4,23,44,56,60]. DGSF disag-
gregates GPUs for serverless functions by virtualizing GPUs
at the runtime API layer (CUDA), which allows many server-
less functions to use few remote GPU-provisioned servers,
potentially increasing utilization. For the provider, this ap-
proach retains the “schedule anywhere” benefits of serverless
because serverless functions that need GPUs can be sched-
uled on machines without requiring those machines be provi-
sioned with physical GPUs. DGSF optimizes access to GPUs
using API remoting using techniques that range from generic
batching to pre-initialization of remote GPUs to hide startup
latency.

Although existing work can be used to provide GPUs to
serverless functions, none rely on specializations that enable
an efficient deployment; DGSF is the first system to meet all
requirements. We refer the reader to the original paper for a
more detailed comparison to previous work [22].
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Figure 2: Internal architecture of DGSF.

3 Scope

This work (Figure 1) explores the disaggregation of physi-
cal GPUs, which reside within GPU servers, from serverless
applications.

A GPU server is a disaggregated GPU machine: it contains
GPUs and a few CPUs, and exclusively handles incoming
APIs from applications. Scaling up GPU servers in DGSF is
simple: a GPU server is provisioned and signals its availability
to the main serverless coordinator.

Outside the scope of this work is general serverless function
management, such as application scheduling and execution
environment management (e.g., optimizing creation [20, 38]
and destroying execution environments).

4 Design

This section details DGSF’s system architecture. DGSF is agnos-
tic to the serverless platform the applications execute under.
In this work we focus on serverless functions. We describe
the implementation details in Section 5.

4.1 Serverless GPUs
DGSF disaggregates GPUs from serverless functions using
API remoting. On a traditional server with physically attached
GPUs, applications access GPUs through vendors’ runtime
libraries, such as CUDA libraries for NVIDIA GPUs. With
API remoting, a shim, which we call guest library, is inserted
between the application and the original accelerator library.
The guest library intercepts all API calls and executes them
at a remote server (API server). API servers are processes
on a GPU server that execute the intercepted API calls on
behalf of the guest application, using the vendor’s runtime
library. By interposing the runtime library, DGSF supports
transparent GPU acceleration for applications that use the
runtime library directly or indirectly, for example, through
libraries like TensorFlow for machine learning or CuPy for
scientific and array computation that have support for CUDA.

Figure 2 summarizes the architecture of DGSF. A GPU
server comprises a set of physical GPUs, a centralized man-

ager, a monitor and API servers. The manager is respon-
sible for setting up the environment, checking the available
GPUs and creating the monitor and the initial idle API servers.
The monitor is the main component of the GPU server, main-
taining GPU and API server statistics and scheduling applica-
tions to API servers by using scheduling policies to choose
an appropriate API server. The monitor also tracks how much
memory is allocated by each API server and the memory
and processor utilization of each GPU. Using such data, the
monitor can observe each application’s behavior and decide
whether to rearrange the API server-GPU assignment.

An API server is a process that exclusively handles one
serverless function at a time and executes the intercepted APIs
on a physical GPU. It is initially assigned to one of the avail-
able GPUs, but this assignment can change through live exe-
cution migration. API servers are processes, thus multiple can
share a physical GPU. API calls intercepted from the applica-
tions are forwarded to an API server through TCP, APIs can
be handled by executing it on a physical GPU or, if the API is
restricted, simulating the result of the call. This is necessary
because information internal to the GPU server should not be
available to the function. For example, if the function asks
how many GPUs there are through the cudaGetDeviceCount
function, the API server should always reply with 1 to main-
tain isolation and provide only what the user requested. In
subsection 4.2 we describe the other API calls that require
special handling.

Before APIs called by an application start being remoted to
an API server, the guest library must first 1© ask the monitor of
a GPU server (which was chosen by the serverless backend)
the address of an API server. With the address of an API
server, the guest library 2© sends information about its kernels
and API remoting starts. Statistics are frequently sent by API
servers to the monitor and captured independently by the
monitor to track utilization of each GPU. An API server is
initially assigned to a GPU 4© and will execute all remoted
APIs in that GPU. During API execution, the monitor can
decide to move the API server to another GPU 5©.

4.2 Specializations for Serverless
DGSF classifies APIs into two categories: remotable and lo-
calizable. Localizable APIs are not forwarded to the API
server because they can be immediately responded by the
guest library using internal information or they can be safely
ignored. Remotable APIs require the guest library to com-
municate with the API server and request execution. Some
remotable API calls require special attention: ones that do
memory management, kernel launching and device man-
agement functions.
Memory management. APIs such as cudaMalloc and
cudaFree are handled in a special way because DGSF does
not use general device memory allocation functions. Instead,
DGSF manually allocates physical memory on the GPU, re-
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serves virtual address ranges and maps the allocation to the
reserved virtual address using CUDA’s universal virtual ad-
dresses and low-level memory management. This is required
to support API server migration from one GPU to another,
since the same virtual addresses must be kept to ensure that
all memory accesses done by the application are correct. By
keeping information about all memory management func-
tions, DGSF knows exactly how much memory an application
is using and ensures that it is not violating its limits. Virtual
address conflicts cannot occur because there is one virtual ad-
dress space per CUDA context, and each API server in DGSF
has, by construction, one CUDA context per GPU.
Kernel launches. To launch a kernel, a device function
pointer must be passed as argument. These function pointers
are unique to each CUDA context, thus, different for each
GPU. For migration, DGSF makes sure it is using the correct
function pointer by keeping a map of the function pointer in
the original GPUs to the function pointers on other GPUs.
DGSF does not support applications that use multiple con-
texts (e.g. through using cuCtxCreate) and each API server
has only one context for each device. All applications and
libraries in our workloads follow this requirement without
modifications.
Device management functions. Applications must not ob-
serve the entire hardware of GPU servers for isolation. When
an application starts execution, it is assigned to an API server,
and the API server is assigned to a GPU: the mapping of API
server to GPU is one-to-one, meaning that DGSF allocates a
single GPU per application, and this GPU can be shared with
other API servers. TensorFlow for example, first asks the run-
time how many GPUs there are, gets their properties uses the
best fitting GPU found. For this reason, the API server must
always respond there is only one GPU (index 0), notwithstand-
ing the fact that the API server could be assigned to any GPU
(index from 0 to number of GPUs) and that the GPU server
probably has more than one GPU. For GPU property queries,
the information returned is from the currently active GPU.
The application trying to utilize any GPU other than the GPU
at index 0 is invalid and will cause an error. Our prototype of
DGSF does not support applications that use multiple GPUs
because we do not know of multi-GPU applications that are a
good fit for serverless. However, there is no fundamental issue
preventing DGSF from being extended for multiple GPUs.
Such extensions would be straightforward.

4.3 Optimizations for Serverless

Startup optimizations. Each API server initializes the
CUDA runtime before accepting API requests because this
takes the initialization cost off of the execution path for
the serverless function. APIs that would create a context,
e.g. cuInit, become a no-op. In our experiments (§7.5) the
CUDA runtime initialization takes on average 3.2 seconds.
This number can vary, according to our observations, from

2.8 to 3.6, depending on the GPU model, driver version and
other hardware parameters. The CUDA initialization time is
consistent within a machine, varying by less then 200 millisec-
onds. Each API server also pre-creates cuDNN and cuBLAS
handles, which can be immediately returned when the corre-
sponding API is called (e.g. cudnnCreate). A cuDNN handle
takes on average 1.2 seconds to be created on the machines
used in our evaluation. A cuBLAS handles takes ∼0.2 sec-
onds to be initialized. In total, an idle DGSF API worker with
its precreated CUDA runtime, cuDNN and cuBLAS handle
occupies 755 MB of device memory on its assigned GPU and
takes approximately 4.6 seconds to fully initialize.

These optimizations significantly improve the initializion
of machine learning models. The impact of such optimizations
is presented in §7.3. Native GPU applications cannot pre-
initialize their own runtime, since its creation is tied to the
process’ virtual address space.

Guest library. DGSF precreates cuDNN-specific descriptor
structures (e.g. cudnnConvolutionDescriptor_t) on the
guest library for immediate return. APIs that create these de-
scriptors are called often and simply allocate a small amount
of memory on the host, without changing GPU state, to hold
the opaque structure. The pooling of such descriptors avoids
the remoting of the corresponding APIs, speeding up most
serverless functions that use cuDNN. APIs that only change
host state, such as cudaMallocHost, are fully emulated on
the client side and are not remoted to the API server.

Optimizing GPU API remoting. The vendor provided GPU
libraries are designed for local use, not for use over a network,
so there is no limitation in frequency of API calls, which
makes designing an efficient API remoting system difficult.
DGSF optimizes frequently called GPU APIs in a few ways.
First, DGSF’s runtime directly emulates some GPU APIs. The
semantics of such API functions are preserved through other
mechanisms. The attributes of a pointer, for example, can
be responded by the guest library without remoting, since it
tracks the addresses returned by device memory allocation
functions. APIs that don’t cause an immediate change to GPU
state are accumulated locally and sent in batches to the API
server.
DGSF is able to reduce the number of forwarded CUDA

APIs when doing inference by up to 48% for ONNX runtime
and up to 96% for TensorFlow. Figure 4 shows that these
optimizations can reduce inference time by up to 59%. The
optimizations presented could be applied to most API remot-
ing systems, which includes non-disaggregated systems.

4.4 Migration

Scheduling applications to API servers is difficult: poor visi-
bility of application properties makes scheduling vulnerable
to poor decisions, and such decisions can affect the perfor-
mance of the applications. For example, some scheduling
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decisions may cause load imbalance in GPU utilization. We
explore a scenario with such imbalance in §7.5.

To avoid GPU load imbalance, DGSF monitors GPU utiliza-
tion and, if the monitor notices imbalance, it requests an API
server to move execution to another GPU. In order for the ap-
plication to correctly run on the new assigned GPU, the GPU’s
virtual address space must remain the same. Translating point-
ers passed as arguments to API calls is not enough since
indirect pointers, like device pointers stored in an applica-
tion’s data structure would not be translated. DGSF maintains
device virtual address space by leveraging CUDA’s low-level
memory management functions to manually manage mem-
ory. For example, the cuMemAddressReserve API reserves a
virtual address range that will be mapped to a physical mem-
ory allocation, created by cuMemCreate. This virtual address
range can be remaped to physical memory of a different GPU.
On migration, the API server must switch CUDA context
since it changes GPUs. This requires all context-dependent
data (e.g. CUDA streams) to be moved and translated to the
new context. After all data and context are copied between
GPUs, the API server can resume function execution.

5 Implementation

Our prototype provides applications with the CUDA runtime
version 10.1 and uses OpenFaaS [6] v0.21.1 as serverless
platform. To demonstrate DGSF’s flexibility, we also deployed
our workloads and DGSF’s guest library on AWS Lambda.
DGSF is agnostic to the serverless platform, implementation
and execution environment. DGSF only requires that its shared
interposition libraries are correctly loaded to replace the origi-
nal GPU libraries. This is accomplished with LD_PRELOAD or
library path manipulation. We refer the reader to the original
DGSF paper [22] for more details of our prototype.

6 Workloads

We evaluate our DGSF prototype on six machine learning-
based workloads (Table 1): K-means [28], CovidCTNet [7,
31], face detection [14, 59], face identification [1, 13, 29], a
natural language processing-based question answering appli-
cation [15, 42, 45] and image classification [12, 27, 45]. These
are general enough to represent general applications. A more
detailed description of each workload, including libraries and
models used, application’s inputs and batch size is presented
in the original paper [22].

7 Evaluation

DGSF’s evaluation aims to answer the following questions:
• What is the cost of API remoting and what is the impact

of DGSF’s optimizations?

• What is the utilization increase and performance gains
when functions are consolidated?

• What is the overhead of migration and how can it im-
prove GPUs for serverless functions?

7.1 Testbed
Experiments were performed on AWS EC2 using two
p3.8xlarge machines, each with 4 NVIDIA V100 GPUs with
16GB of memory, 32 vCPUs of an Intel Xeon E5-2686, 244
GB of memory and a network interface of up to 10Gbps. We
run the function server and the GPU server on identical virtual
hardware to avoid performance variability.

7.2 API Remoting
We measure our workloads when executed natively (the base-
line) and under DGSF’s API remoting mechanism (Table 1).
Comparison between GPU and CPU execution is presented
to show scale and to demonstrate that DGSF preserves GPU
acceleration benefits [30]. For CPU measurements each ap-
plication uses 6 threads (6 vCPUS is the maximum cores per
function in AWS Lambda). Workloads can be faster when
running over DGSF’s API-remoting than when executed na-
tively because our optimizations aggressively hide runtime
latencies (e.g. CUDA initialization) that cannot be hidden in
the native environment.

To characterize DGSF’s API remoting performance, we
break down the execution time of the workloads: CUDA
context initialization, input and ML model download, model
loading and processing time. Results are shown in Figure 3.
For a simple workload like K-means, which uses few CUDA
APIs and no cuDNN or cuBLAS, the benefit comes exclu-
sively from pre-creating the CUDA context. Other workloads,
such as face detection, also benefit from the optimizations
described in §4.3.

On AWS Lambda using DGSF’s API remoting, workloads
that require more network transfers, such as NLP and image
classification, there is a spike in total execution time. This is
due to lower, unguaranteed and variable network bandwidth.
Other workloads behave similar to our deployment of Open-
FaaS.

7.3 Ablation Study
To understand the benefits of each optimization, we perform
an ablation study, breaking down execution time as we incre-
mentally add the optimizations described in Section 4.3, and
compare against native execution.

We do not show input download from remote storage (S3)
since these are not optimized by DGSF and are the same for all
comparison points. Results are shown in Figure 4. Benefits
are most pronounced for the face identification and image
classification workloads.
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K-means CovidCTNet
Face
Detection

Face
Identification

Question
answering (NLP)

Image classification
(ResNet)

Peak GPU Memory Usage 323 MB 7802 MB 13194 MB 3514 MB 4028 MB 7650 MB
Average Runtime (Native) 14.0s 25.1s 18.5s 13.4s 34.3s 26.7s
Average Runtime (DGSF) 9.9s (29%) 22.4s (10%) 16.4s (11%) 10.5s (22%) 32.4s (5%) 24.8s (7%)
Average Runtime (AWS Lambda) 9.9s (29%) 24.6s (2%) 17.9s (3%) 18.0s (-34%) 60.4s (-76%) 47.1s (-76%)
Average Runtime (CPU) 429.1s (-29.6×) 99.2s (-2.9×) 71.0s (-2.8×) 42.1s (-2.4×) 347.0s (-9.1×) 66.7s (-1.5×)

Aprox. Migration Time 12 ms 805 ms 1064 ms 711 ms 555 ms 798 ms

Table 1: DGSF workloads. Times are averaged over three runs after one warmup. Numbers in parentheses are speedup (slowdown,
if negative) relative to native.
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Figure 3: Breakdown of each step of our workloads when run-
ning natively, remoted through DGSF with and API remoting
without optimizations.
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Figure 4: Ablation study of DGSF’s optimizations compared
to using a GPU natively.

For face identification, the total processing time is 14.5
seconds with DGSF using no optimizations. Context precre-
ation reduces total processing time to 9.6 seconds, removing
4.9 seconds, which is roughly the time taken to initialize
the CUDA, cuDNN and cuBLAS libraries (3.2, 1.2 and 0.2
seconds respectively). Avoiding the remoting of cuDNN de-
scriptor creation APIs reduces inference time from 7.2 to 5.7
seconds. Batching APIs and avoiding unnecessary APIs fur-
ther reduces inference time to 2.3 seconds. In total, DGSF’s
optimizations reduce inference time of the face identification
workload by 67%: from 14.5 to 4.7 seconds. Face detection
and NLP have a borderline improvement with DGSF’s opti-
mizations because fewer optimized APIs are called.

7.4 Mixed workloads
For the experiments in this section, we mix all six work-
loads while varying function invocation interval. Scheduling
at the GPU server enforces a first-come first-serve policy per
serverless function, which means that a serverless function
requiring a large portion of the GPU (e.g. face detection), can
force other serverless functions to wait in queue. We leave ex-
ploration of policies like shortest-function-first, which could
improve throughput at some loss of fairness, for future work.

We use a poisson distribution to emulate a real sequence
of function invocations. Ten instances of each workload are
launched in a random (but consistent) order. On average our
workloads utilize 12 seconds of GPU.

To emulate a GPU server under heavy load we use intervals
drawn from an exponential distribution with rate equal to
2. This models a scenario where a function is launched on
average every two seconds (λ = 0.5).

K-means CovidCTNet Face Det. Face Id. NLP ResNet
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Figure 5: Per workload queueing and execution delay when
the GPU server is under a high load, running two different sub-
set of workloads: all workloads (AW) and the four workloads
with smaller memory footprints (SW).

If there is no queueing on the GPU server, the end-to-end
time for each workloads should not have a large variance
and will be close to the uncontended runtime (see Table 1).
Sharing reduces the average queue time of each function in-
vocation and, consequently, the average time from launch
to finish, as seen in Figure 5. The image classification fin-
ishes, on average, 20% faster when sharing is enabled and all
workloads are used, due to a reduction of the queue time by
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half.
We also emulate a GPU server under light load, which

shows that, with DGSF and GPU sharing, the provider can
reduce the number of active GPUs on a GPU server to reduce
cost, without causing significant performance changes on the
workloads. A deeper evaluation of this scenario is presented
in the original paper [22].

7.5 Migration

The primary benefit of live migration across GPUs is to re-
cover from scheduling decisions that (unpredictably) harm
performance by creating contention or load imbalance. A best-
fit scheduling policy tries to condense as many functions as it
can into GPUs, while worst-fit tries to spread the load across
GPUs, possibly causing fragmentation and higher queueing
latency. Cost could be reduced through maximizing function
packing, but it can leave some GPUs idle while others are
oversubscribed. Migration can help mitigate possible perfor-
mance issues by moving API servers between GPUs.

We explore a scenario using the NLP and image classifi-
cation workloads, using only two GPUs, each with 15GB of
free memory (∼1GB is used by the API servers’ contexts),
and four API servers. We launch two NLP workloads and two
image classification workloads. Because the image classifica-
tion workloads require more data to be downloaded, the NLP
workloads will start using the GPUs first. The baseline com-
parison does not GPU sharing: an NLP workload is assigned
to each GPU. Then, when the image classification functions
want to use GPUs, they must wait in queue until a GPU is
available. The total time to completion is 43.6.

With GPU sharing enabled, more scheduling options be-
come available. A worst-fit scheduler performs the best: one
image classification and one NLP workload share each GPU.
The total time is 38.9 seconds, an improvement of about 11%
over the baseline.

A best-fit approach yields the worst scenario: the two NLP
workloads share a GPU and the end to end execution takes
50.6 seconds. Because the NLP workloads are computation-
heavy, they don’t share the GPU well. The two image classi-
fication workloads run serially on the other GPU and finish
before the NLP ones, causing one of the GPUs to be idle while
the other is contended. This effect can be seen in Figure 6b,
where the utilization for GPU 2 falls to zero while GPU 1
stays at 100% for over 24 seconds.

Figure 6b shows that we can improve utilization and, con-
sequently the total runtime, by moving execution of one of
the applications running on GPU 1 to GPU 2. The utilization
for best fit policy with DGSF’s migration mechanism enabled
is shown in Figure 6c. When the second image classification
workload finishes, an imbalance is observed and the migration
of one of the NLP workloads is triggered. DGSF improves the
end-to-end runtime to 42.6 seconds, a 16% improvement over
best fit with no migration.

8 Related work

GPU virtualization. Cloud providers can expose GPUs to
virtual machines using PCIe passthrough which dedicates
the hardware interface directly to a virtualized environment,
prohibiting sharing and causing underutilization [8]. Full-
virtualization [48, 51], mediated pass-through (MPT) [40, 51,
55], para-virtualization [19] and SR-IOV [5,17,18] techniques
have limitations that have hampered adoption in production
cloud environments [61].

Accelerator virtualization specialized for serverless func-
tions is a relatively new research space. Existing literature
use CUDA-enabled containers [35] and API-remoting [39] to
simply expose GPUs to serverless functions; unlike DGSF, no
serverless platform specific optimizations are done, neither is
live migration supported.

API remoting [4, 26, 56, 60] is a virtualization technique
that interposes a user-mode API, forwarding calls to a user-
level framework [47] on an appliance VM [54] or remote
server [44]. API remoting is attractive for serverless platforms
because it Disaggregates accelerator resources from other
resources. Scheduling in such scenarios is easier and allows
for several optimizations for heterogeneous workloads [9, 24,
52, 53].

GPU consolidation. Although plenty of literature exists,
sharing GPUs is difficult [16, 36, 43, 50]. NVIDIA introduced
Hyper-Q and MPS to increase utilization and improve shar-
ing. While Hyper-Q is general and used by DGSF, MPS is
aimed towards cooperative workloads and is not applicable
for serverless. Since GPUs are ubiquitous in machine learning,
many papers have focused on sharing for ML workloads [62].
For example, PipeSwitch [10] manually switches context of
applications in GPU to ensure high utilization, while Gan-
diva [57] implements time-slicing.

GPU migration. Execution migration across GPUs is an-
other heavily studied area of research [25,41,57] and is tightly
coupled with consolidation. NVIDIA’s GRID supports live
migration of VMs between servers, which is not the case when
API remoting is in place. DCUDA [25] uses peer-to-peer GPU
memory accesses to migrate kernel executions without man-
ually moving data. We experimented this approach for DGSF
but found that it can incur large overheads and memory du-
plication, likely from the CUDA runtime ensuring safety and
memory consistency. Gandiva [57] uses a checkpoint-restore
approach, relying on library support.

9 Conclusion

DGSF is a platform that enables serverless functions to use
GPUs through API remoting. DGSF disaggregates GPU re-
sources from CPU resources, simplifiying scaling and re-
source management. DGSF enables GPU sharing, to increase
GPU utilization, serving many functions with few GPUs.
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Figure 6: Memory and GPU utilization for a scenario where two NLP applications and two image classification are launched
simultaneously, on a server with two GPUs and four API servers using different scheduling policies.

DGSF handles GPU utilization imbalance by migrating execu-
tion across GPUs transparently. DGSF provides performance
comparable to, and often better than native by offsetting dis-
aggregation overheads with optimizations specialized for the
serverless environment.
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