Turing Machines

Read K & S4.1.
Do Homework 17.

Grammars, Recursively Enumer able L anguages, and Turing M achines

Recursively
»( Enumerable
Language

Unrestricted
Grammar

Turing
M achine

Turing Machines

Can we come up with anew kind of automaton that has two properties:
»  powerful enough to describe all computable things
unlike FSMs and PDAs
» simple enough that we can reason formally about it
like FSMs and PDAs
unlike real computers
Turing M achines

M| % a a b b a M| M| a

T

At each step, the machine may:

e gotoanew state, and Finite State Control
e @ther
e write on the current square, or S, S .. g, o

* move left or right

A Formal Definition
A Turing machineisaquintuple (K, Z, §, s, H):
K isafinite set of states;
> isan alphabet, containing at least 1 and ¢, but not - or —;
sOK istheinitia state;
H 0O K isthe set of halting states;
o isafunction from:

(K-H)  x ¥ to K x E0{-, <}
non-halting state x  input symbol state X action (write or move)
such that

(a) if the input symbol is 9, the actionis -, and
(b) ¢ can never be written .
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Notes on the Definition

1. Theinput tapeisinfinite to theright (and full of Q), but has awall to the left. Some definitions allow infinite tape in both
directions, but it doesn't matter.

2. disafunction, not arelation. So thisisadefinition for deterministic Turing machines.
3. 0 must be defined for all state, input pairs unless the state is a halt state.
4. Turing machines do not necessarily halt (unlike FSM's). Why? To halt, they must enter a halt state. Otherwise they loop.
5. Turing machines generate output so they can actually compute functions.
A Simple Example

A Turing Machine Odd Parity Machine:

d O d 0 1 1 0 d d d
2=0,1,0,Q ?
S=
H=
o=

Formalizing the Operation

O a a b b a a a (1)
O a a a b b a a a 2

?

A configuration of a Turing machine
M = (K, Z, 9, s, H) isamember of

K x Oz* x EEZ-{Q))oe
state input up input after
to scanned scanned square
square

Theinput after the scanned square may be empty, but it may not end with ablank. We assume the entire tape to the right of the
input isfilled with blanks.

«y (9, Gaab, b)
2  (h ¢Qasbb, €)

(g, Vaabb)
(h, 0Qaabb) ahalting configuration
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Yields
(O, Wiagly) |-m (O, Wosblp), &y anda 0%,  iff ObO>0O{ <, -}, 0(q:, &) = (gx, b) and either:

DbOZ, wy=w, u;=Uy,anda =b (rewrite without moving the head)

| Wy | & | u |

[o |9 | a [ a [ b [ b | 0 [0 [0 | 0Qaabb
?

| Wp | & | U |

o | | a | a | a [ b [0 [0 |O| 0Qaaab

(2) b= —, w; =w,a, and either
(@ u=aguy, ifayzQoru #¢,

|<> | O | a | a | a | b | Q | Q | Q | 0Qaaab
I Wa | & | T Uy I
|<> = | a | a | a b | Q | Q | Q | 0Qaaab
?
or (b)u,=¢,ifggy=0andu;=¢
| Wy | & |u1|
[ o | [ a [ a |[a | b [0 [0 |OQ | ©¢Qaab
| Wy | & |U1|T
[ o | [ a [ a [ a | b |0 [Q |O | ¢Qamb

If we scan left off the first square of the blank region, then drop that square from the configuration.
Yields, Continued

(3) b=, Wo = W1ay, and either

(@) U = &y
| Wy | . Ui |
[o [0 | a [ a | a b [0 [ o [Q | 00«
| W, T 2 | W |
[o ] | a [ a | a b | o [ o | o | (Qaab
?
or b)uy=uw,=canda =0
| W1 | (= |u1|
o |9 | a |a |a |b [0 [0 |0 | 0Qaaab
| Wo ? | & |u)
o | Q | a | a Ja [ b |O [Q | QO | ¢Daad

?

If we scan right onto the first square of the blank region, then a new blank appears in the configuration.
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Yields, Continued
For any Turing machine M, let |-\,* be the reflexive, transitive closure of |-y.

Configuration C, yields configuration C, if
Ci v* C

A computation by M is a sequence of configurations Cy, Cy, ..., C, for some n = 0 such that
Colm Cilm Cobm -ov I Cin
We say that the computation is of length n or that it has n steps, and we write
C0 |'Mn Cn
A Context-Free Example

M takes a tape of asthen b's, possibly with more a's, and adds b's as required to make the number of b's equal the number of a's.

% a a a a b Q Q Q

?

K={0,1,2345,6,7,8, 9}
>=ab 0,912

H={9) 5=

S=
Q/-
al, 2/q
al -
@, )
EI/2
o

@—'M O,
8
o/ -

all

O

An Example Computation

|a|a|a b|EI|E||E|

(0, 0Qaaab) |-y
(1, 0Qaaab) |-y
(2, 0Q1a8b) |-y
(3, 00128b) |-y
(3, 001a8b) |-y
(3, 001aab) |-y
(4, 001a82) |-y
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Notes on Programming
The machine has a strong procedural feel.

It's very common to have state pairs, in which the first writes on the tape and the second move. Some definitions allow both
actions at once, and those machines will have fewer states.

There are common idioms, like scan left until you find a blank.
Even avery simple machine is a nuisance to write.

A Notation for Turing Machines
(1) Define some basic machines

e Symbol writing machines
Foreacha X - {0}, define M, written just a, = ({s, h}, Z, §, s, {h}),
foreachb O X - {0}, &(s, b) = (h, @)
(s, 0) = (s, ~)
Example:
awritesana

e Head moving machines
Foreacha{ —, -}, defineM,, written R(-)andL(<):
foreachb O X - {0}, &(s, b) = (h, @)
(s, 0) = (s ~)
Examples:
R moves one square to the right
aR writes an a and then moves one square to the right.

A Notation for Turing Machines, Cont'd

(2) The rules for combining machines: aswith FSMs
>%] a ' M,
M3

e Startinthe start state of M.

e Compute until M, reaches a halt state.

»  Examine the tape and take the appropriate transition.

»  Startinthe start state of the next machine, etc.

» Haltif any component reaches a halt state and has no place to go.

« |f any component fails to halt, then the entire machine may fail to halt.
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M, al elemsof > >M2 becomes M,

MM

M, al elemsof X

except a

eg., > xz0O

Lecture Notes 20

Shorthands

M, becomes M; ab l M,

M2

#’

MM,

becomes M?

N M, becomes M, x#a M,

=2

and x takes on the value of the current square

}Mz becomes M; x=ab 'Mz

and x takes on the value of the current square

M X?y | M,

if x =y then take the transition

if the current squareis not blank, go right and copy it.
Some Useful Machines
find the first blank square to the right of the current square
find the first blank square to the left of the current square

find the first nonblank square to the right of the current square

find the first nonblank sgquare to the left of the current square

Turing Machines



M or e Useful M achines
L, find the first occurrence of ato the left of the current square
Rap find the first occurrence of a or b to the right of the current square

Lap a ' M, find the first occurrence of a or b to the left of the current square, then go to M if the detected
character is a; go to M, if the detected character isb

M,
Lx=apb find the first occurrence of a or b to the left of the current square and set x to the value found
Lx=apRX find the first occurrence of a or b to the left of the current square, set x to the value found, move one
sguare to the right, and write x (a or b)
An Example
Input: oQw  wO{1}*
Output: oaw?
Example; ¢ 0111000000000000a
o
>R, 1 | H#R HRHL
Q

_#_’1

O
I{_I_

A Shifting Machine S_

Input: acwd

Output: awl

Example: Q0abbal0000000000OAN0O
- I

>L, R x#Q ’DLXR

=

L
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Computing with Turing Machines

Read K & S4.2.
Do Homework 18.

Turing M achines as L anguage Recognizers

Convention: We will write the input on the tape as:
oQwQd , w contains no Qs
Theinitia configuration of M will then be:
(s, 0Qw)
A recognizing Turing machine M must have two halting states: y and n
Any configuration of M whose stateis:
y is an accepting configuration
nisarejecting configuration
Let 2, the input al phabet, be a subset of Z-{Q,0}
Then M decidesalanguage L [0 2y* iff for any string
w O Zp*it istrue that:
if w L then M acceptsw, and
if wL then M regjectsw.
A language L isrecursiveif thereisaTuring machine M that decidesit.

A Recognition Example
L={ab'c":n=0}

Example: 0Qaabbcc00000000

Example: ¢Qaacch00000000
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Anocther Recognition Example
L ={wew:wO{a b}*}

Example: 0QabbcabblQ

Example: 0Qacabbddd

(Y ?X) Ry=—s

b/?x
y #LD_/

Do Turing M achines Stop?

FSMs Always halt after n steps, where n is the length of the input. At that point, they either accept or reject.
PDAs Don't always halt, but there is an algorithm to convert any PDA into one that does halt.
Turing machines Can do one of three things:

(1) Halt and accept

(2) Halt and reject

(3) Not halt
And now there is no algorithm to determine whether a given machine always halts.

Computing Functions

LetZ, O -{0,Q} andletw O Zo*
Convention: We will writetheinput on thetapeas. ¢Qwd
Theinitia configuration of M will then be; (s, 0Qw)
Define M(w) =y iff:
* M haltsif started in the input configuration,
» thetape of M when it haltsis 0QyQ, and
c yUX"
Let f be any function from Z4* to >o*.

We say that M computesf if, for all w 0 Zg*, M(w) = f(w)

A function f isrecursiveif thereisa Turing machine M that computesit.
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Example of Computing a Function

f(w) = ww
Input: 0QwlA00d Output: 0QwwU
Define the copy machine C: oQwaaQ > oQwaw

Remember the S_ machine:

OQwwQ > OQww
- |
>L, R x#0Q | ULxR
<
L

Then the machine to computefisjust >CSL,.
Computing Numeric Functions
We say that a Turing machine M computes a function f from N¥ to N provided that
num(M (ng;n,;...nK)) = f(num(ny), ... num(ny))
Example: Succ(n)=n+1
We will represent ninbinary. SondJ 0 0 1{0,1}*

Input:  0QNAQ0Q0AA Output: 0Qn+14
0011110000 Output; ¢Q10000Q

Why Are We Working with Our Hands Tied Behind Our Backs?

Turing machines are more powerful than any of the other formalisms we have studied so far.

Turing machines are alot harder to work with than all the real computers we have available.

Why bother?

The very simplicity that makesit hard to program Turing machines makes it possible to reason formally about what they can do.
If we can, once, show that anything areal computer can do can be done (albeit clumsily) on a Turing machine, then we have a

way to reason about what real computers can do.
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Recursively Enumerable and Recursive Languages

Read K & S4.5.
Recursively Enumer able L anguages

Let 2, the input a phabet to a Turing machine M, be a subset of %, - {Q, ¢}
Let L O 5.

M semidecides L iff
for any string w [0 2¢*,

wiL= M halts on input w
wiL = M does not halt on input w
M(w) =1

L isrecursively enumerable iff there is a Turing machine that semidecidesit.
Examples of Recursively Enumerable L anguages

L={wO{a b}* :wcontainsat least onea}

1)
>R

Qb bbbbblddadad

4

L={wO{ab,(,)}* :wcontainsat least one set of balanced parentheses}

v 1o
E'ia ) Pl
T
OQbbbbbb)aaodQ
—
{—

Recursively Enumerable Languagesthat Aren't Also Recursive

A Real Life Example:
L ={w O {friends} :w will answer the message you've just sent out}

Theoretical Examples

L ={Turing machines that halt on a blank input tape}
Theorems with valid proofs.
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Why Are They Called Recursively Enumerable L anguages?
Enumerate means list.

We say that Turing machine M enumer ates the language L iff, for some fixed state g of M,
L ={w: (s 0Q) [v* (g, 0Qw)}

A language is Turing-enumer able iff there is a Turing machine that enumeratesiit.
Note that g is not a halting state. It merely signals that the current contents of the tape should be viewed as a member of L.
Recur sively Enumerable and Turing Enumerable

Theorem: A language isrecursively enumerableiff it is Turing-enumerable.

Proof that Turing-enumerableimplies RE: Let M be the Turing machine that enumerates L. We convert M to a machine M' that
semidecidesL:

1. Saveinputw.

2. Beginenumerating L. Each time an element of L is enumerated, compare it tow. If they match, accept.

=w? }—Pp halt

; W3, W, W1

The Other Way

Proof that RE implies Turing-enumerable;
If L O X* isarecursively enumerable language, then thereisa Turing machine M that semidecidesL.
A procedure to enumerate all elementsof L:
Enumerate all w O Z* lexicographically.

eg., € a b, aa ab, ba bb, ...
As each string w; is enumerated:
1. Start up acopy of M with w; asitsinput.
2. Execute one step of each M; initiated so far, excluding only those that have previously halted.
3. Whenever an M; halts, output w;.

e[1]

e[2] a [1]

e[3] a [2] b [1]

e[4] a [3] b [2] aa [1]

e[9] a [4] b [3] aa [2] ab [1]

€ [6] a [5] aa [3] ab [2] ba [1]
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Every Recursive Languageis Recursively Enumerable
If L isrecursive, then there is a Turing machine that decidesit.
From M, we can build a new Turing machine M' that semidecides L:
1. Letnbethergect (and halt) state of M.

2. Thenaddto o'
((n, @), (n, @) foralad =

3 »@ )
® ®

What about the other way around?
Not true. There are recursively enumerable languages that are not recursive.

/Da/a

The Recursive Languages Are Closed Under Complement
Proof: (by construction) If L isrecursive, then thereisa Turing machine M that decides L.

We construct amachine M' to decide L by taking M and swapping the roles of the two halting statesy and n.
M: M

¥ O >
0 O 0

This works because, by definition, M is
e deterministic
e complete

b 4

Arethe Recursively Enumerable L anguages Closed Under Complement?

M: M":

’Qﬁg

Lemma: There exists at least one language L that is recursively enumerable but not recursive.

Proof that M" doesn't exist: Suppose that the RE languages were closed under complement. Thenif L isRE, L would be RE. If

that were true, then L would also be recursive because we could construct M to decideit:

1. Let T, bethe Turing machine that semidecidesL.

2. Let T, be the Turing machine that semidecides L.

3. Givenastring w, fireup both T, and T, onw. Since any stringin 2* must bein either L or L, one of the two machines will
eventually halt. If it's T4, accept; if it's T, reject.

But we know that there is at least one RE language that is not recursive. Contradiction.
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Recursive and RE Languages
Theorem: A languageis recursive iff both it and its complement are recursively enumerable.

Proof:

* LrecursiveimpliesL and -L are RE: Clearly L isRE. And, since the recursive languages are closed under complement,
=L isrecursive and thus also RE.

e Land-L areREimpliesL recursive: SupposelL issemidecided by M1 and - L is semidecided by M2. We construct M to
decide L by using two tapes and simultaneously executing M1 and M2. One (but not both) must eventually halt. If itsM1,
we accept; if it's M2 we regject.

L exicographic Enumeration

We say that M lexicographically enumerates L if M enumerates the elements of L in lexicographic order. A languagelL is
lexicographically Turing-enumerable iff there is a Turing machine that lexicographically enumeratesit.

Example: L ={ab"c"}

L exicographic enumeration:
Pr oof

Theorem: A languageis recursive iff it islexicographically Turing-enumerable.
Proof that recursive implies lexicographically Turing enumerable: Let M be a Turing machine that decidesL. Then M’

lexicographically generates the stringsin >* and tests each using M. It outputs those that are accepted by M. Thus M'
lexicographically enumerates L.

yes —1——» %,
no

Z*31 Z*21 Z*l —’ DL?

vV Vv

Proof, Continued
Proof that lexicographically Turing enumerable impliesrecursive: Let M be a Turing machine that |exicographically enumerates

L. Then, oninput w, M' startsup M and waits until either M generates w (so M' accepts), M generates a string that comes after w
(so M' rejects), or M halts (so M' rgjects). Thus M' decidesL.

L

=wW? ——» yes
> L3 Lo Ly
>SW?—1p Nno
M
nomoreLiS?———— 1 » no
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Partially Recursive Functions

L anguages Functions
Tm aways halts recursive recursive
Tm hdtsif yes recursively ?
enumer able
{;\‘ K
domain range

Suppose we have a function that is not defined for all elements of its domain.
Example: f: N - N, f(n) =n/2

Partially Recursive Functions

ST

domain range

One solution: Redefine the domain to be exactly those elements for which f is defined:

) \
domain 7
range

But what if we don't know? What if the domain isnot arecursive set (but it is recursively enumerable)? Then we want to define
the domain as some larger, recursive set and say that the function is partially recursive. There exists a Turing machine that halts
if given an element of the domain but does not halt otherwise.
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Language
Summary

IN

Semidecidable
Enumerable
Unrestricted grammar

Recursively
Enumerable

Decision procedure Recursive
Lexicicographically enumerable

Complement isrecursively enumer.

CF grammar Context Free
PDA

Closure

Regular expression
FSM
Closure
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Diagonalization
Reduction

Pumping
Closure

Pumping
Closure



