
Understanding the definition:
1. Can we ask for securityagainstall adversaries (when na i)?

No! Consider ifcientadversarythatoutputs 1 if t is the image of6 and 0 otherwise.

- Wo =1

-

Wi =PrIt[0,1: Es E90,BY:G(s)=t) =

a
x 34RGAdvIA,6] =1-x =1if nex

2. Can the outputof a PRC be biased (e.g., firstbit of PRC outputis 1 w.p.
5)?

No! Consider ffcientadversarythatoutputs 1 iffirstbitofchallenge is 1.

- Wo=
- wi = )PRCAdvTA,6]

=I IIE!

More generally, no efficientstatistical testcan distinguish outputof a secure PRC from random.

3.Can the outputofa PRC be predictable (e.g., given first 10 bits, predictthe 11th bitt?

No! If the bits are predictable wop.
It 3, can distinguish with advantage a (since random string is unpredictable)

In fact:unpredictable ->pseudorandom-

away:Asecure PRC has the same statistical properties as the one-time pad to
any efficientadversary.

=>should be able to use itin place of one-time pad to obtain a are encryption scheme (againstefficient

adversaries)

Exercising the definition:we will now consider an example of proving securityof a PRG

#orem. Suppose 6:90,134+ 90,13
"

is a secure PRC. Then, the function
6'Is):=G(s) F IN is also a secure PR6. ST.

This is a conditional
Roof. Tothis directly seems difficult:must show statement! We will

non-existence of an adversary. discuss this more in the

coming lectures.

Instead, we consider the contrapositive:
-L

If 'is at a secure PRG, then G is not a secure PRC."

Suppose 6 is notsecure. Namely, there exists an efficient adversaryA
that breaks securityof 6'with non-negligible advantages. We use A to

constructa new adversary B that breaks securityof 6.

algorithm B ↳leng.5,e
algorithm A t --6(s)

algorithm B Ibasically ran aaan) -syn/Exp,:to sounder the Good
-

1 A-
our goal is to relate

tthe advantage of B to hat b'E90, 13
of A



In Expo, a hm B invokes algorithm A on the string G(s) - InIgorit
where S90,134 is random. This is precisely the distribution of Expo for
A. Thus,

Wo:Pr[Boutputs 1 in Expr)=PrIA outputs 1 in Expo]

In Exp,, algorithm B invokes algorithm Aon the string t * 2" where so,
is uniformlyrandom. The distribution of t * 1" is still uniform:

Fueso, 13:PrIt 10,13:t* 1 =n1
=PrItso,13":t =u* 1" 1 =in

This means

W, =PrIB outputs
1in Exp,I=PrIAoutputs 1 in Exp,]

We conclude them that

PRGAdvIB,6]:IWo-Wil
- IPrIA outputs 1 in Expo) - PrIAoutput 1 in Expi]
=E,

which is nonnegligible by assumption. This proves the contrapositive.

theabovepro is anexample
of
asecurity,rection.We showhowtoreduce,

the

peace
an attack on 6. Correspondingly, if G is secure (i.e., no efficientattacks succeed
with non-negligible probability), then the same holds for C

Refer to the posted notes on the course website as well as the textbook for
move examples. We will see more reductions throughoutthe course as well.



Now we will return to the notion of a secure encryption scheme:

Goal is to capture property thatno efficientadversarycan learn any
information aboutthe message given onlythe

ciphertext. Suffices to argue thatno efficientadversarycan inguish encryption of message mo from me, even if

Mo, m, are rally-chosen.

Let (Encrypt, Decrypt) be a cipher. We define two experiments (parameterized by bt (0,13):
b E50,13

- --adversary
--

challenger
↓

I semantipermeritymo, m, M kk

-cryp+(k,mb)
↓
b'E [0,13

Adversary chooses two messages and receives encryption of one ofthem. Needs to guess which one (i.e., distinguish

encryption ofno from encryption of mi)

LetWo :=PrIb=1 /b =0) probability thatadversary guesses I

W. =
=Pr[b =1/b =1] lif adversary is good distinguisher, these two should be very different)

Define semantic securityadvantage ofadversaryA for cipher TSE:(Encrypt, Decrypt)
SSAdrIA, ISE) =/Wo-Wil

Definition. Acipher TSE:(Encrypt, Decrypt) is semanticallysecure if for all efficientadversaries A,
SSAdv[A, TsE] =negI(X)

↑&
Ais a security parameter (here, models the strength of the key)


