
Idea: "compress" the one-time pad : we will generate a long random looking string from aort seed le .g.,
St30,13128) .

....

# typically : Se 90,13 (X is the seed length or security yparameter)
.... ..........
1 G(s) -50 , 13"where n <

&
n is the "stretch" of a PRG

#ream cipher : 1 = 50
, 134

M = C = 50 , 13 "

Emm Insteado vowingwiththekey
,cor usethekeytoderive

a "stream" ofanda

If x < n
,

then this scheme cannot be perfectly secure ! So we need a different notion of security

#tuitively : Want a stream cipher to function "like" a one-time pad to
any

"reasonable" adversary.
=> Equivalently : output of a PRG should "look" like uniformly-random string

What is a "reasonable" adversary?
-

Theoretical answer : algorithm runs in (probabilistic) polynomial time

- Practical answer : runs in time <280 and
space

>264 Ican use larger numbers as well)

- : Construct a PRG so no efficient adversary can distinguish output from random .

Captured by defining two experiments or games :

s 50,13

#mosay post dersaygo
the input to the adversaryitis

often called theAnchallenge
Experiment O

Adversary's goal is to distinguish between Experiment O (pseudorandom string) and Experiment 1 (truly random string
↳ It is given as input a stringt of length n (either + = G(s) or +90,12) (Remember : adversary knows the algorithm 6;

- It outputs a guess (a single bit be Co. 13) only seed is hidden!

Let Wo : = Pr[adversary outputs 1 in Experiment O] 3 define the distinguishing advantageof FasMONOTRECT ON

Wi:= Pr[adversary outputs 1 in Experiment 1) PRGAdvIA ,
6] : = /Wo -Wil SECURITY BY OBSCURITY!

~probabilistic polynomial time
L

Definition. A PRG 6 : 50 ,13
*
-> 50 , 13" iseure if for all efficient adversaries A

, smaller thana cal

PRGAdvIA , 6) = (x)

↳ negligible function (in the input length) ~ e.g.f
,

yoga

- Theoretical definition : f(x) is negligible if FE0(x2) for all Cen

- Practical definition :

quantity
- 2-80 or

<2-128



Understanding the definition:

1. Can we ask for security against all adversaries (When nx) ?

No ! Consider inefficient adversary that outputs 1 ift is the image of 6 and O otherwise.

- Wo = 1

-

Wi = Pr[t& 50, 1/2 : Es So,BY : G(s) =+]= 3 PRGAdvEA, 6) = 1- =1 if n

2. Can the output of a PRG be biased (e.g ., first bit of PRG output is 1 w .p.
5) ?

No ! Consider Efficient adversary that outputs 1 if first bit of challenge is 1
.

- Wo = 3 JPRCAdUIA ,6) = T NOT NEOLIGIBLE !
-Wi = z -

More generally ,
no efficient statistical test can distinguish output of a secure PRG from random.

3. Can the output of a PRG be predictable (e.g., given first 10 bits
, predict the 11th bit) ?

No ! If the bits are predictable w . p.

It 3
,

can distinguish with advantage & (since random string is unpredictable)
In fact : unpredictable => pseudorandom-

Flake-away : A secure PRG has the same statistical properties as the one-time pad to
any efficient adversary.

=> should be able to use it in place of one-time pad to obtain aeure encryption scheme (against efficient

adversaries)

Exercising the definition : we will now consider an example of proving security of a PRG

Theorem· Suppose 6 : 90 . 134 - 50 , 13" is a secure PRG . Then
,
the function

-

6' (s) : = G(s) GIV is also a secure PRG . <T-
This is a conditional

&of. To prove this directly seems difficult : must show statement ! We will

non-existence of an adversary. discuss this more in the
-

coming lectures
.

Instead
,

we consider the contrapositive :

"

If G' is t a secure PRG
,
then G is t a secure PRG.

"

Suppose G' is not secure. Namely, there exists an efficient adversary A
that breaks security of 6' with non-negligible advantage 3. We use A to

construct a new adversary B that breaks security of 6:

algorithm B

t

under the honotealgorithm B 50 ,131

basically runs A I
↳

our goal is to relate

the advantage of I that b'E50 , 1



In Expo , algorithm B invokes algorithm A on the string G(s) #14
where s 30 ,137 is random. This is precisely the distribution of Expo for
A

. Thus ,

Wo = Pr[Boutputs 1 in Expo) = Pr[A outputs 1 in Expol

In Expc , algorithm B invokes algorithm A on the string to I"where t 90, 13

is uniformly random. The distribution of t 1" is still uniform :

Fue So, 132 : PrIt & 10 , 13" : to 1" = u]

= Pr[te30 , 13" : t : @ 1"1 : In
This means

W = Pr TB outputs 1 in Exp .
l = Pr[A outputs 1 in Exp . ]

We conclude then that

PRGAdv [B
.
6] : /No -Wil

~ /PrIA outputs 1 in Expo) - Pr[Aoutputs 1 in Expl
= E

,

which is non-negligible by assumption. This proves the contrapositive .

The above proof is an example of a security relation. We show how to reduce the
task of breaking 6 to that of breaking 6. This means an attack on 6 implies
an attack on 6 . Correspondingly ,

if G is secure (i. e, no efficient attacks succeed
with non-negligible probability) ,

then the same holds for 6

Refer to the posted notes on thecourse website as well as the textbook for
more examples. We will see more reductions throughout the course as well.


