
Po PRGs exist ? We don't know ! More difficult problem than resolving P vs . NP!

However
,
it is not hard to see that if PRGs exist

,
then 4 # NP. [Try proving this yourself)

↳ What we can say is
that if ne-wayfunctions" (OWF) exist

,
then there exists a PRG that stretches the seed by 1 bit (e.g ., X-bit seed +At

function that is "easy" to compute a PRG is an example of such a function

but "hard" to invert I given St50,134 , evaluating G(s) + 50,132 is easy
-> will define more formally later in the course given G(s)t90,134 for

random St50,134
, computing

s is hard (why ?)

But what if we want PRGs with longer stretch ? For example, can we build PRGs with stretch1(1) = poly (1) for arbitrary polynomials ?

Blum-Micali URG : Suppose 6 : 90 , 13
*
+ 20, 137

+

is a secure URG
.

We build a PRG with stretch 1(X) = poly(X) as follows :

so+st ..- Se ~ denote the Blum-Micali construction

↑ g(l) = 50 , 13 + 50 ,139(x)
initialedI

comput
of01

Why is this constructing a secure PRG ?

↳
Intuitively , if so is uniformly random,

then G(so) = (b, 51) is uniformly random so we can feed s into the PRG and take b
, as the

first output bit of the PRG
= iterate until we have I output bits

Theorem. If 6 : 50 , 13
* + 50 , 13

*+

is a secure PRG
,
then the Blum-Micali generator G(0) : 10 , 13

*
-> 50 , 139* is also a secure PRG for

all l = poly(x).
Proof. Consider the following experiments :

periment H SampleSoand adversaryisgivenDoa
For an adversary A,

define

Wo : = Pr[A outputs 1 in Ho]

W.
= Pr[A outputs 1 in H

. ]

Goal : Show that if G is secure , then for all efficient adversaries A
,
IW. -W : l = reg1(x).

We will use a "hybrid' argument. Specifically , we first define a sequence
of intermediate experiments, where each adjacent pair of-

experiments is easy to reason about (i
.
e
., directly reduces to security of 6)



Ho : Ho so-+-I
So So , 131 d

b2 b3 Basicidea : in experiment it;

the first i bits of output

F
, bigo,T- are generated uniformat random

b3
while the remaining bits are

generated using the Blum-Micali

- .. generator

#2 b,50 , 13 be 90, 13 Sc90, 13t be

:

H
,

= Fl b,50, 13 be 50 ,13 ·....... be 20 , 13

In each experiment , adversary is given the sequence
of bits bibbe

Let A be an efficient distinguisher. Define [i := Pr)A outputs 1 in experiment [i]

Then
,
PRGAdvCA ,6) = /Wo -Wil

= In-Wel (by definition (
= It - w + w

,-+ .. + We- -Wel
-> I-w

,
1 + (i , -wal +... + live-wel (by triangle equality)

Llaim. If G is a secure PRG, then for all efficient adversaries A
,
/Wi -Wit 1= negl(x).

#roof . We will show the contrapositive : if A can distinguish experiments Fli and Flits
,

then A can break pseudorandomness of G.

Suppose IWi-Win) = 3
.

We use A to build a distinguisher B for 6 . Algorithm B works as follows :

1 . On input a string zt30,134t algorithm B parses z as (bin
,
Six) where bint 50, 13 and Six E50 , 13

*

2
. Sample b

, ,
. .

.,
bi 50 , 13.

3. Compute bitz, ..., be using Blum-Micali with seed Sit . Give be "be to A and output whatever A outputs.

In pictures :

~SASE
b, 50 ,1 ... bis01 I bit2 bi+3

↳
taken from the challenger for G



Two possibilities : 1. Suppose Z = G(si) for some si 50. 13 Then
,
above picture looks like this:

T

Si 40 ,13
In this case

,
b
, ..,
be is distributed exactly+Sitt as in experiment It; and so # outputs 1

b
,
50,13 .. - biFs01] bi+ 1 bit2 bi+ 3 with

prob
. Wi

2. Suppose z90, 13
*t' Then above picture looks like this :

Six1 90, 13 In this case
,
b
, ..,
be is distributed exactly

SintISitt as in experiment Flits and so A outputs 1

b, 30 ,13 - -- bitral bit* Soil bit2 bi+ 3 with prob . With

-

Thus
,
PRGAdv[B ,G] = /Wi -Wi+ / very important to argue that B "simulates" the

= E since B outputs whatever A outputs correct view for A
.

Otherwise
,
behavior of A is

-

Since B is efficient(assuming A is efficient)
, by security of 6, PROAdv[B,6)

= negl() . Thus
,

aknownl = negl(X) , and the claim follows.

To complete the prof of the main theorem
,
we have that

15-wl -> (w) +.. . + lie--We
< 1 : neg)(1)
= negI(x) since 1 = poly (1).

Proofstrategy recap : 1. Hybrid arguments : to argue indistinguishability of a pair of distributions
, begin by identifying a simple set of intermediate distributions,

and argue
that each pair of adjacent distributions is indistinguishable

2. Security reduction (proof by contrapositive): To show a statement of the form "If X is secure
,
then Y is secure

,

"

show instead the

the statement "If Y is not secure, then X is not secure .
"

In the proof, show that if

there exists an adversary for Y (i .e. Y is not secure) , then there exists an adversary for X.

↳ When constructing this adversary, it is important to show that it

simulatesthedistribution ofinputstotheunderla
reductionalgorithm)

Stream ciphers in practice :
-

Salsa20 (2005) -) Chalha (2008)

↳ core design maps 256-bit key , 64-bit nonce , 64-bit counter onto a 512-bit output

↑ & Design is more complex:/
enables using same

allows random access into
- relies on a sequre
of rounds

key (and different nonces) the stream
- each round consists

of 32-bit additions
,
Xors
,to encrypt multiple messages and bit-shifts

Iwill discuss later)

↳
very fast even in software (4-14 CPU cycles/output byte) - used to encrypt TLS traffic between Android and Google

services


