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Similarity:

Obtain a conditional generative model → key structures are similar

Consider unsupervised method

Dissimilarity:

The key idea to unsupervised training is different:

1. Reconstruction error + latent space alignment
2. Assign new task for training (masked key words refill)
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Use seq2seq model with attention.



C is a random sampled noise version of sentence.

● Drop a word in a sentence in a certain probability

● Slightly shuffle the input sentence

Why? Better quality supported by ablation study (regularization 
technique)



Translation model at previous iteration.

For iteration = 0, use naive word-by-word translation

For iteration > 0: 







Use adversarial training to ensure the latent space are common for both 
language.

Maintain a network that tries to classify the encoded sentence comes from 
which language.
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Summarizer: 

ROUGE, or Recall-Oriented Understudy for Gisting Evaluation



Coverage: 

Use the coverage score defined before

Fluency:

Use the fluency score defined before

Brevity:

Ave # words








