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Summarization

Def: given input text x, write a summary y which is shorter and contains the main information of x

http://web.stanford.edu/class/cs224n/slides/cs224n-2020-lecture15-nlg.pdf



Two main strategies

 Extractive: 
❖ Select sentences directly from the source text to be form a summary

Abstractive: 
❖ Generate novel words and phrases as a human-written abstract 

usually does.



Problems!



Models: seq2seq



Models: Pointer-generator network



Pointer Network

https://arxiv.org/pdf/1506.03134.pdf



Models: Pointer-generator network



Coverage mechanism

• Coverage vector

• Coverage loss
 

• Loss 



Dataset

• CNN/Daily Mail dataset (Hermann et al., 2015; Nallapati et al., 
2016), 

• Online news articles (781 tokens on average) paired with 
multi-sentence summaries (3.75 sentences or 56 tokens on 
average)



Baselines

1. Lead-3 baseline: 
uses first three sentences of the article as summary

2. Abstractive model  https://arxiv.org/pdf/1602.06023.pdf

hierarchical networks
3. Extractive model  https://arxiv.org/pdf/1611.04230.pdf

RNN model as sequence classifier, a binary decision is made in terms of 
whether or not it should be included in the summary

4. Seq2seq + attn (150k vocab)
5. Seq2seq + attn (50k vocab)



Experiments

• Vocabulary size: pointer-generator model (50K), previous 
work(150K). Not using pre-trained embeddings.

• Only 1665 extra params (pointer, coverage) compare to 
21499600 parms (baseline)

• Train models for 600,000 iterations (3 days and 4 hours), 
add coverage loss for further 3000 iterations (2 hrs). 
(Ineffective in other ways)



Metrics

ROUGE: F1 scores for ROUGE- 1, ROUGE-2 and ROUGE-L 
(which respectively measure the word-overlap, bigram-overlap, 
and longest common sequence between the reference summary 
and the summary to be evaluated).
METEOR: both in exact match mode (rewarding only exact 
matches between words) and full mode (which additionally 
rewards matching stems, synonyms and paraphrases)



50k

Results



Observations: baseline

 Struggle with the rare word
 Repetition
 Unable to produce OOV words



Observation:



Discussion: extractive system VS abstractive system

● Lead-3 baseline is extremely strong
○ News articles tend to be structured with the most important 

information at the start
○ The choice of content for the reference summaries is quite 

subjective
○ ROUGE rewards safe strategies such as selecting the 

first-appearing content, or preserving original phrasing.



Discussion: how abstractive?



Discussion: Copy or Gen

• During training: Pgen  0.3 → 0.53

Test: Pgen → 0.17

• Allow model to stitch and truncate the sentence.



What this paper did well

• Combine generation and copy mechanism which is useful in task 
such as summarization. Very intuitive. 

• Discussion part is great!
– Analyze and explain the performance difference between results 

of abstractive and extractive models. 
– Analyze abstractiveness from different perspectives (% novel 

tokens and Pgen )



Critiques and future work

● More analysis about the use of coverage loss, the hyper parameter 
lambda are needed.

● Human eval!
● Add abstraction into supervision in order to generate abstractive 

summary.
● How to avoid too much copy during inference and improve the 

quality. 



Compared with BART

• More Data, more params = better performance!
• Pre-training with different objects that mimic the task 

of summarization.
• Higher score != better model
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Overview
● BART = Bidirectional Autoregressive Transformers
● Applications include question answering, article summarization, and translation
● Denoising autoencoder for pre training sequence to sequence models
● Similar to Google BERT, model for language understanding



Architecture
● Uses standard sequence-to-sequence Transformer network
● Each layer of decoder performs cross-attention over final hidden layer of 

encoder
● No Feed forward network for word prediction
● 10% more params than BERT



Pre-training vs Fine Tuning
● Training an encoder/decoder to learn representation of data in UL fashion
● Use weights of a trained network as initialization for new but related task 

(transfer learning)

https://pl.pinterest.com/pin/672232681856247783/ 



Pre-training
● Corrupt input sequence and minimize cross entropy between input and 

reconstruction
● Any noising scheme goes !
● Token masking - random token replaced with MASK
● Text infilling - model predicts how many tokens are missing from a span
● Document rotation - trains model to id start of document



Downstream tasks
● Sequence classification
● Token classification
● Machine Translation

○ Replace encoder embedding layer with new randomly initialized encoder
○ Freeze decoder params for n_0 
○ Update decoder params for n_1 … N
○ Map foreign words to embeddings, denoise to English



Learning Objective
● Determine how noising schemes perform on certain tasks
● Compare BART to 5 pre-training baselines 
● Baselines used on discriminative and generation tasks 
● Permuted language model - Sample ⅙ tokens and generate in random order
● Masked sequence 2 sequence  - Mask span with 50% of tokens and and train 

seq2seq model to predict masked tokens.



Experiments

● 6 BART models with different document corruption methods
● 5 Pre-training objectives
● 6 tasks

○ SQuAD question answering task on a wikipedia dataset
○ Xsum news summarization 

● Models trained for 1M steps on books and wikipedia data







Pros
● Training parameters and datasets are specified for reproduction of results.
● Visualization for machine translation made it easy to understand the process.
● Visuals of document corruption strategies clarified different inputs to the model.
● Simple language and ample sections made the paper easy to comprehend/navigate.



Cons
● Excluding visual for transformer architecture made it difficult to distinguish from BERT.
● Numerous evaluations with little specifics in why corruption methods succeed.



Related works

● GPT models leftward context
● ELMo does not pre-train interactions between features
● BERT introduces masked language modeling



Related works cont’d

● T5 (Text to Text Transfer Transformer)
● Apply similar model, learning objective, and decoding procedure to tasks
● Utilizes same objective function as BART (MLE)
● Task specific prefix added to input
● Skip connections used in encoder




