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Challenges in Data-to-Document Generation
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Introduction & Motivation

• What to say ?
– Content Selection

• How to say it (Surface Realization)?
– Generation 
– Content Ordering

  Overall objective 
• Evaluation methods & Challenges 
• Task Design and Annotation Process 



Previous Rule Based Approaches 
• Domain Specific (Reiter et al.(2005))

– Rules for Sentence planning to select appropriate time phrases, 
special grammar rules to emulate the domain language of interest 
based on corpus (Document planning, Microplanning, Surface 
Realisation)

SUMTIME-MOUSAM(2005)



• Data driven (Regina et al.(2005))
- Anchor-based alignment technique to obtain records-to-text 

alignments, used as training data (records present in the text are 
positive labels, and all other records negative) 

    

  Collective Content Selection



Discriminative decisions(Angeli et al.(2010))

● Determine which record to summarize
● Determine which fields of the record
● Determine which words to use to describe the chosen fields. 
● Decision is implemented as a log-linear model with features 

learned from training data. 
● The surface realization component performs decisions based on 

automatically extracted templates that are filtered with 
domain-specific constraints in order to guarantee fluent output.

A Simple Domain-Independent Probabilistic Approach to Generation





    Paper 1 : Challenges in Data-to-Document Generation

  Sam Wiseman, Stuart M. Shieber, Alexander M. Rush

EMNLP 2018



Summary
• A new, large-scale corpus of data records with descriptive 

documents
• Extractive evaluation methods for performance analysis
• Baseline results using current neural generation models and a 

templatized generator



 Data-to-Text Datasets

Two sources of of articles summarizing NBA basketball games with 
corresponding box- and line-score tables

• RotoWire: professionally written, colloquial, well structured
• SBNation: fan-written summaries, larger, informal, tangential to the 

statistics

(Data, Text)

Human-generated summary for S

Dataset Notation

A set of records

Machine-generated summary for S

Record type (eg. points)

Record value (eg. 50)

Record entity (eg. Russell Westbrook)



S y1:t

rj

r.m

r.e

r.t = points



Comparison with previous datasets



      Evaluating Document Generation  

• BLEU
– Rewards fluent text generation rather than capture the most 

important information or report information in a coherent way
• Human evaluation

– Less convenient

Propose new automatic metrics with the intuition that extracting 
information from documents is easier than document generation



       Relation Extractive Evaluation

• Extract candidate entity (player, team, and city) and value (number 
and certain string) pairs r.e,r.m

• Predict the type r.t (or none) of each candidate pair.

Model for each pair, with unrelated pairs

r.e (record.entity) = Russell Westbrook
r.m (record.value) = 50
r.t (record.type) = Points 

90% accuracy on RotoWire held out
Recall ~60% of the relations by the 
records



       Comparing Generations

• Content Selection (CS)
– Precision and recall of unique relations from machine-generated 

text and human-generated text
• Relation Generation (RG)

– Precision and # of unique relations from generation that also 
appear in s

• Content Ordering (CO)
– Normalized Damerau-Levenshtein Distance between 

sequences of records from generation and ground truth text

Comparing with adversarial evaluation approaches which uses a 
black-box classifier to determine the quality of generation, this method 
is more interpretable



Neural Data-to-Document Models 

• Standard attention-based encoder-decoder model and its 
extensions
– Base Model
– Base Model with copy-based generation
– Base Model with training with a source reconstruction term in 

the loss



Base Model

●
● Embedding r.t, r.e, and r.m, and then applying a 1-layer MLP
● Using an LSTM decoder with attention and input-feeding, to 

compute the probability of each target word, conditioned on 
the previous words and on s

● Model is trained end-to-end to minimize the negative 
log-likelihood of the words in the human-generated text given 
corresponding source material s.



Copying

• Introduce an additional binary variable zt into the per-timestep 
target word distribution to indicates whether the target word is 
copied from source or generated

• Assume that target words are copied from the value portion of a 
record r

Yang, 2016



 Joint Copy Model

● parameterize the joint distribution table over            directly
● copy and gen are functions parameterized in terms of the 

decoder RNN’s hidden state that assign scores to words



Conditional Copy Model

● decompose the joint probability as:

● modify the pcopy portion of the loss to sum over all matched 
records



Reconstruction Losses

● Utilize the hidden states of the decoder to try to reconstruct the 
input data

● Segment the decoder hidden states                         contiguous 
blocks of size at most B

● Single one of these hidden state blocks as bi
●                                =                  



Templatized Generator

6 highest-scoring players sentences

a typical end sentence

first emits a sentence about the teams playing in the game



Results



Human Evaluation



Qualitative Example



Conclusion

• Explored the challenges of neural data-to-document generation by:
– introducing a new dataset
– proposing metrics for automatically evaluating content 

selection, generation, and ordering
– ideas in copying and reconstruction (neural models) improved 

the results, but still a significant gap between them and 
templated systems.



Future work

• approaches to process the source records in a more sophisticated 
way

• incorporate semantic or reference-related constraints in generation 
models

• condition on facts/records that are not as explicit in the box- and 
line-scores.



Recent Work

● Data-to-Text Generation with Content Selection and Planning
– Ratish Puduppully and Li Dong and Mirella Lapata
– AAAI 2019



Recent Work

● Learning Neural Templates for Text 
Generation

– Sam Wiseman, Stuart M. Shieber, 
Alexander M. Rush

– August 2018



Recent Work

● Data-to-text Generation with Entity Modeling
– Ratish Puduppully, Li Dong, Mirella Lapata
– ACL 2019



Recent Work

● Enhanced Transformer Model for Data-to-Text Generation
– Li Gong, Josep Crego, Jean Senellart
– EMNLP-IJCNLP 2019



Paper 2 : ToTTo: A Controlled Table-To-Text Generation Dataset
    

 Ankur P. Parikh, Xuezhi Wang, Sebastian Gehrmann, Manaal Faruqui,
                               Bhuwan Dhingra, Diyi Yang, Dipanjan Das



Goals : 

• Formulate a controlled generation task
• Dataset construction process 

 

Contribution :

• Benchmark dataset for conditional text generation
• Baseline evaluation 

Final Text: On 13 November 
2013 Cristhian Stuani netted 
the second in a 5 – 0 win in 
Jordan.



Related work - What is different ? 



Dataset Definition

 
String

Row or Column Header

Row and Column Position

Number of rows and 
columns(cell spans)



Dataset Collection (Wikipedia)

• Number matching
- overlap with a non-date number of at least 3 non-zero digits

• Cell matching
- tokens matching at least 3 distinct cell contents from the same 

row in the table
• Hyperlinks



Annotation Process
Data 

Annotation

Primary 
Annotation

Secondary 
Annotation

Phrase 
DeletionCell 

Highlighting

Table 
Readability

Decontextualization

Grammatical and 
Fluency Check



Annotation Example



  Examples



Dataset Analysis



Dataset splits

For a given d, 
h(d) - header values
h(D) - set of header values for a given 
Dataset



Experiments

Given : A table t and related metadata m (page title, section title, table 
section text),  a set of highlighted cells thighlight, produce the final sentence 
sfinal. 

Objective:  f : x → y where x = (t,m, thighlight) and y = sfinal

Three models and two version(Full table, Subtable):

-  BERT-to-BERT
-  Pointer-Generator
-  Seq2Seq model with explicit content selection



Models 

•  BERT-to-BERT(Rothe et al.)
- A transformer encoder - decoder architecture, pre trained 

with Books Corpus 

•  Pointer-Generator(See et al.)
- A Seq2Seq model with attention and copy mechanism 

BERT-to-BERT

Pointer Gen



•  Seq2Seq model with explicit content selection(Puduppully et al.)



Text-to-Text Pre-Training for Data-to-Text Tasks(Kale)

The data-to-text task is cast in the text-to-text framework by 
representing the structured data as a flat string

T5 based



TaBERT: Pre training for Joint Understanding of Textual and 
Tabular Data (Yin et al.)

TaBERT(May 2020)



Evaluation Metrics 

• BLEU 
• PARENT (Precision And Recall of Entailed Ngrams from the Table)
• Human Evaluation 

– Fluency
– Faithfulness
– Covered Cells
– Coverage with Respect to Reference

Handling Divergent Reference Texts when Evaluating Table-to-Text 
Generation



PARENT 

• Entailment Probability - probability that presence of n-gram ‘g’ in a 
text is correct given associated table

• Entailed Precision - fraction of n-grams in generated text to be 
correct if it occurs in reference or high probability being entailed by 
the table

• Entailed Recall - generated text match reference and cover 
information from table



Results



Human Evaluation



Decoder Output



Conclusion & Challenges

Presents a controlled generation task and annotation process for a 
large English table-to-text dataset 

● Hallucination - Reference targets are faithful to the source
● Rare topics - Struggle with generalization
● Diverse table structure - Difficult to make inferences
● Numerical reasoning - Still a challenge 
● Evaluation metrics - can the current metrics capture all these 



Interesting Reference



Rare Topics



Numerical Reasoning Complex Table Structure



Discussion

• Thoughts on the task formulation ? Is it really indicating content 
selection when you highlight the selected cells ?

• Is noisy or clean data really needed - Does it model the real scenario 
or will it fail ?

• Other methods to select table and sentence (sentences with reference 
“ as shown in Table 1”)



• Which among the challenges needs to be addressed first ? - 
Hallucination?

• Model Performance at different stages of annotation - in terms of 
BLEU score

Discussion ctd.



Thank you!


