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TASK

• Machine Comprehension
– Answering a query about a given context paragraph
– Two Datasets 

• SQuAD 1.1
– Answer must be a single span
– Answer is always a subphrase in the paragraph

• CNN and Dailymail
– Answer is one word



DATASETS

SQuAD 1.1
https://arxiv.org/abs/1606.05250

Daily Mail 
https://arxiv.org/abs/1506.03340

Context

Question

Answer

https://arxiv.org/abs/1606.05250
https://arxiv.org/abs/1506.03340


Attention Mechanisms in Prior works to BIDAF:

1. Context is summarized into a fixed size vector

2. Temporally Dynamic

3. Uni – Directional
– Query to Context



BIDAF 
1. Context paragraph is not summarized into a fixed size 

vector.

2. Memory less attention mechanism

3. Bi-directional Attention

– Query2Context

– Context2Query

❖ Note: This work is before ELMO, BERT, etc., but after GLoVE



MODEL



Character Embedding 
Layer
Maps each word to a vector space 
using character-level CNNs.



Word Embedding 
Layer
Maps each word to a vector space 
using a pre-trained word embedding 
model. 



Contextual Embedding 
Layer
• Utilizes contextual cues from 

surrounding words to refine the 
embedding of the words. 



Contextual Embedding 
Layer
• Similarity matrix is computed:

• Context-to-query Attention (C2Q)

• Query-to-context Attention (Q2C)

• Attention vector at each time step 
flows through to the modeling 
layer. 



Modeling Layer
• The input to the modeling layer is G, 

which encodes the query-aware 
representations of context words.

• The output of the modeling layer 
captures the interaction among the 
context words conditioned on the 
query.

• This is different from contextual 
embedding layer.



Output Layer
• The output layer is Application-specific.

• Modular nature of BIDAF allows to easily 
swap out the output layer based on the 
task.

• For the QA task, Start and End indices of 
the answer sub phrase are predicted.



QA Experiment #1

• Dataset:

– SQuAD

– Dataset of Wikipedia articles.

– Answer to each question is always a span in the context

• Metrics:

– Exact Match (EM)

– F1 score

https://rajpurkar.github.io/SQuAD-explorer/

https://rajpurkar.github.io/SQuAD-explorer/
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Latest Results

https://rajpurkar.github.io/SQuAD-explorer/

https://rajpurkar.github.io/SQuAD-explorer/


Results



CLOZE Text Experiments

• Dataset
– The reader is asked to fill in word that have been removed from a 

passage, for measuring one’s ability to comprehend text.
– Each answer in the CNN/DailyMail datasets is always a single word
– Answer entity might appear more than once in the context paragraph.

• Model
– All non-entity words in the final classification layer are masked out



Results – Cloze Test



Related Work - MC
• First Group

– Dynamic attention mechanism
– Bahdanau et al.(2015)

• Attention weights updated dynamically.

– Hermann et al. (2015)
• CNN & DailyMail datasets
• Dynamic attention model performs better than using a single fixed size query vector.

– Wang & Jiang (2016)
• Reverse the direction of attention

• In contrast, BIDAF uses a memory-less attention mechanism.



Related Work - MC
• Second Group

– Attention weights are computed once
• Kadlec et al. (2016)

– Cui et al.(2016)
• 2D similarity matrix for computing query-to-context attention.

• BIDAF 
– Lets the attention vectors flow into the modeling layer.



Related Work - MC
• Third Group

– Multi-hop:
• Repeats computing an attention vector between the query and the context through 

multiple layers
• Sordoni et al., 2016; Dhingra et al., 2016)

– Shen et al. (2016)
• Combines Memory networks with RL to dynamically control the number of hops.

• BIDAF 
– Can be extended to incorporate multiple hops.



Related Work - VQA

• Coarse Level
– Zhu et al.; Xiong et al. (2016)
– Question attends to different patches of image.

• Finer level
– Each question word attends to each image patch
– Xu & Saenko (2016)

• In addition to attending from question to image patches, attend from the image 
back to the question words.
– Lu et al.(2016)



Discussion
• With the advent of transformers such as BERT, How do 

we position BIDAF?
• BIDAF uses significantly less parameters than BERT, 

Hence BIDAF based approaches can be used when we 
have constraints on the total number of parameters/ 
computation cost.

• Does the pluggable final output layer make BIDAF 
better for transfer learning?



DEMO

https://allenai.github.io/bi-att-flow/

https://allenai.github.io/bi-att-flow/
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Motivation
• Neural network modules are interpretable, modular and inherently compositional in nature - used in 

VQA domains.

• Extend Neural Module Networks for question answering against open-domian text.

• Introduce probabilistic and differentiable modules to reason over text.

• Can supervise the intermediate latent decisions in compositional question by using a proposed 
auxiliary loss.



Outline
• Motivation
• Overview
• Neural Module Network
• Modules
• Auxiliary Loss and Intermediate Supervision
• Results



Overview



Outline
• Motivation
• Overview
• Neural Module Network
• Modules
• Auxiliary Loss and Intermediate Supervision
• Results



Neural Module Networks (NMNs)

What is this?

Neural network

Cat

Image recognition problem can be solved by a single large network which can map 
(image, question) to answer.



Neural Module Networks (NMNs)

This requires reasoning,  cannot be performed by a fixed architecture network.

Neural network

X

What is the color of thing with the 
same size as the blue cylinder?



Neural Module Networks (NMNs)

green



Neural Module Networks (NMNs)
● A collection of “neural modules” 

instead of a single large neural network.

● Each neural module implements a single 
step of reasoning.

● Neural modules are assembled 
dynamically according to the question.

● Best of both worlds: the flexibility and 
interpretability of discrete 
compositionality, combined with the 
representational power of deep networks



Neural Module Networks (NMNs)

Learns how to execute this function



Neural Module Networks (NMNs)
• Modules: Define various modules such as find, filter etc for different data 

types.

• Contextual Token representations: obtained through bi-directional GRU or 
pre-trained BERT.

• Question parser: Encoder-decoder model to map the question into an 
executable program.



Outline
• Motivation
• Overview
• Neural Module Network
• Modules
• Auxiliary Loss and Intermediate Supervision
• Results



Modules
•Perform various natural language tasks and symbolic reasoning tasks.

•Designed to work in a probabilistic and differentiable manner.

Natural 
language 
reasoning

Symbolic 
reasoning



Modules



Modules



Modules



Outline
• Motivation
• Overview
• Neural Module Network
• Modules
• Auxiliary Loss and Intermediate Supervision
• Results



Auxiliary Loss and Intermediate Supervision



Auxiliary Loss and Intermediate Supervision

• Unsupervised auxiliary loss: To induce that that the 
arguments of a mention should appear near it 
(in find-num, find-date, relocate).
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Results
• DATASET:

• Discrete Reasoning over Paragraphs(DROP)

• 20,000 training/validation and 1800 testing.

• Different types of questions:

• Date-Compare e.g. What happened last, commission being granted to Robert or death of his cousin? 

• Date-Difference e.g. How many years after his attempted assassination was James II coronated?

• Number-Compare e.g. Were there more of cultivators or main agricultural labourers in Sweden?

• Extract-Number e.g. How many yards was Kasay’s shortest field goal during the second half?

• Count e.g. How many touchdowns did the Vikings score in the first half? 

• Extract-Argument e.g. Who threw the longest touchdown pass in the first quarter? 



Results
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Related Work
• Multi-Type Multi-Span Network (MTMSN) - a neural reading comprehension 

model that combines a multi-type answer predictor designed to support 
various answer types (e.g., span, count, negation, and arithmetic 
expression).

• NAQANet: produces three answer types: (1) spans from the question; (2) 
counts; (3) addition or subtraction over numbers.



Discussion
• How to generalize this approach for more diverse 

reasoning tasks? Is this a scalable approach?
• Are these modules tailored for the DROP dataset? 
• The individual performance of each of the modules 

should be discussed - maybe on a subset of the 
test-set.



Discussion
• How do we know that the modules are performing the 

intended task - results on this will support the interpretability 
claim.

• It would be useful to analyze what proportion of the failures are 
due to the parser and the modules.

• Is it fair to compare with MTMSM on a selected subset of 
DROP, as MTMSM is designed to handle a broader set of 
questions? (also this approach uses additional supervision 
signals!)



Future Directions
• Context conditional parsing: Currently the parsing cannot 

handle context-conditional parsing. 
• Structured parsing is restrictive and cannot fully capture 

the diverse semantics in natural language.
• As we have seen, this approach is better at handling 

selected questions, hence can we combine it with MTMSM 
to handle a wider variety of questions better?
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