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QA Dataset Classification

Extractive  : Span in the evidence document

Abstractive : Free String/Answer needs to be generated

Multiple Choice : Pick from different options



QA Dataset Hierarchy



QA Dataset Knowledge Based

Single Relation Dataset: One fact in the KB used to answer the question. Eg : Simple 
Questions (Bordes Et al.[2015]). SQ contains 76K, 11K and 21K for training,development 
and test

Multi Relation Dataset: Answering a question may require combining information from 
multiple facts in the KB. 

Eg : WebQSP( Yih et al., 2016 ). It contains 2848

training questions, 250 development questions and 

1639 test questions, Complex Web Questions

(CWQ)( Talmor and Berant 2018) (27k, 3k , 3k )

Ashutosh, Saxena, et al. 



Reading Comprehension



RC Based

- SQuAD(Rajpurkar et al. 2016) , Stanford Question Answering Dataset : 100,000+ 
questions posed by crowdworkers on a set of Wikipedia articles where the answer to 
each question is a segment of text from the corresponding reading passage

- SQuAD 2.0 (Rajpurkar et al. 2018) : SQuAD 2.0 combines existing SQuAD data with 
over 50,000 unanswerable questions written adversarially by crowdworkers to look 
similar to answerable ones

- TREC : Question Answering Track since 1999. Challenge to retrieve text snippets as 
answers for open  domain closed-class questions.



RC Based
- Popular existing RC datasets had been solved by 2018/2019,  Example :  Devlin et al. 

SQuAD v2.0 F1 of 83.1%.
- More challenging dataset required
- Many datasets with some added additional complexities : 
- Eg : 

- DROP
- CoQA(Reddy et al. 2019), QuAC(Choi et al 2018)
- TriviaQA(Joshi et al. 2017), HotPotQA(Yang et al.), 

COMPLEXWEBQUESTIONS(Talmor and Berant 2018)
- Duorc(Saha et al.) 2018, NarrativeQA (  Kociksky et al. 2017 )
- OpenBookQA( Mihaylov et al.), ReCoRD(Zhang et al 2018)
- ProPara(Mishra et al 2018), Mcscript(Ostermann et al. 2018)
- (Kashabi et al. 2018), 

https://arxiv.org/pdf/1810.04805.pdf
https://www.aclweb.org/anthology/N18-1023.pdf


- Requiring Tracking of conversational State : 
- CoQA(Reddy et al. 2019) : 

127k question and answers from 8k conversations about text passages from 
seven diverse domains. Questions are conversational

- QuAC(Choi et al 2018) :(Question answering in context)

Its questions are often more open-ended, unanswerable, or only 
meaningful within the dialog context.

RC Based



CoQA : 

RC Based



QuAC: 

RC Based



TriviaQA (Joshi et al. 2017): 

• has relatively complex, 

compositional questions 

• has considerable syntactic and 

lexical variability between questions

and corresponding answer-evidence 

sentences

• requires more cross sentence reasoning 

to find answers.

RC Based



HotPotQA (Yang et al. 2018): 

• Requires finding and reasoning over multiple supporting documents to answer
• the questions are diverse and not constrained to any pre-existing knowledge bases or 

knowledge schemas
• Provides sentence-level supporting facts required for reasoning, allowing QA systems 

to reason with strong supervision and explain the predictions
• Offers a new type of factoid comparison questions to test QA systems' ability to 

extract relevant facts and perform necessary comparison

RC Based



HotPotQA

RC Based



RC Based

DuoRC (Saha et al. 2018 ) contains 186,089 unique question-answer pairs created from a 
collection of 7680 pairs of movie plots. Two version of the same movie were used i.e one 
from Wiki and other from IMDB. Questions from one and Answers from the other ensuring 
to make it more challenging and avoiding lexical overlap.





RC Based

OpenBookQA (Mihaylov et al. 2018): It has around 6000 questions that can be answered 
using 1326 elementary level science facts. The questions require combining an open book 
fact and some other common sense facts/s from other sources. 

NarrativeQA(  Kociksky et al. 2017 ) : It has questions that require a reader to read an entire 
books or movie script while understanding the narrative to answer. The motivation is that 
the model must require understanding the underlying narrative rather than rely on shallow 
pattern matching alone.



RC Based

OpenBookQA 

Narrative QA



Open Question Answering  

• OTT-QA (Open Table-and-Text QA) by Chen, Wenhu, et al.
– expand on HybridQA

• XORQA (Cross-lingual Open-Retrieval QA) by Asai, Akari, et al.
– 40k information seeking questions from 7 non-English languages
– Professional translation

• AmbigQA by Min, Sewon, et al.
– expands on NQ-Open
– find all plausible answers to a question (50% of NQ-Open)
– rewrite questions to resolve ambiguity

https://arxiv.org/pdf/2010.10439.pdf
https://arxiv.org/pdf/2010.11856.pdf
https://arxiv.org/pdf/2004.10645.pdf
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Open Question Answering  

• NarrativeQA
• ELI
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DROP

• Crowdsourced, Adversarially created 96k Question benchmark
• To perform well, the model would need to resolve references to many 

input positions and perform discrete operations over them(+, - , sorting 
etc.)

•  Requires a more thorough understanding of the content of paragraphs.



Motivation

• Popular RC datasets have been solved,  Example :  Devlin et al. SQuAD 
v2.0 F1 of 83.1%

• More challenging dataset required
• Existing systems are brittle (Eg. : Robin Jia et al.)
• Need to push the field towards more comprehensive analysis of text.

https://arxiv.org/pdf/1810.04805.pdf
https://arxiv.org/abs/1707.07328


Contributions

• Dataset collection : Created the 96k question benchmark through 
crowdsourcing while using BiDAF (Seo et al.) as an adversary to ensure 
that the questions are challenging

• Show that existing SOTA in  RC and Semantic parsing literatures achieve 
only 32.7% F1 on this dataset.

• Present a new model that achieves 47% F1 by combining RC methods 
with numerical reasoning.

https://arxiv.org/abs/1611.01603


Related Work : QA Datasets
Related Work Explanation/Additional Complexity

Reddy et al. 2019, Choi. et al 2018 Tracking Conversational State

Joshi et al. 2017, Yang et al. 2018, Talmor and Berant, 2018 Passage Retrieval

Sasha et al. 2018, Kociksky et al. 2018, Rajpurkar et al. 2018 Mismatched Passages and Questions

Mihaylov et al., 2018; Zhang et al. 2019 Integrating knowledge from external sources

Mishraet al., 2018; Ostermann et al., 2018 Tracking Entity State Changes

Welbl et al., 2018; Khashabi et al., 2018 Multistep reasoning of multiple documents

(Pampari et al., 2018;ˇSuster and Daelemans, 2018 Medical domain datasets



Related Work : QA Datasets

• DROP has none of these additional complexities
• DROP focuses on passage understanding but adds an additional 

complexity  of requiring discrete/numerical reasoning
• Algebraic word problem datasets Koncel-Kedziorski et al., 2015; 

Kushmanet al., 2014; Hosseini et al., 2014; Clark et al., 2016;Ling et al., 
2017 contain similar reasoning requirement but DROP is more open 
domain and requires deeper paragraph understanding



Related Work : Semantic Parsing

• Zelle and Mooney, 1996; Zettlemoyer and Collins, 2005; Berant et al., 
2013a try to understand complex compositional question semantics in 
terms of grounded knowledge base or other environments.

• Questions in DROP are modeled based on WikiTableQuestions dataset 
(Pasupat and Liang, 2015) but DROP is for paragraph understanding.



Related Work : WikiTableQuestions

• Wikitable Questions : Each question in this is associated with a table from 
Wikipedia. 

• 2108 HTML tables from wikipedia with 22k question-answer pairs
• Questions in DROP are modeled based on WikiTable Questions dataset 

(Pasupat and Liang, 2015) but DROP is for paragraph understanding.



Related Work : WikiTableQuestions



Related Work : Adversarial Dataset Construction

• Some recent works Paperno et al., 2016; Minervini and Riedel, 2018; 
Zellers et al., 2018; Zhang et al., 2019; Zellers et al., 2019 use adversarial 
baselines but these use the baseline to filter automatically generated 
samples

• DROP incorporates the adversarial framework in a crowd sourcing 
context.



Related Work : Neural Symbolic Reasoning

• DROP encourages solutions that combine neural and Symbolic/Discrete 
reasoning methods.

• Other works are : Reed and de Freitas (2016), Neelakantan et al. 
(2016),and Liang et al. (2017)



DROP : Dataset Collection

1. Extract passages from Wikipedia for which generating complex question 
is easy.

2. Create question-answer pairs using crowdsourcing while ensuring that 
questions require discrete reasoning.

3. Validate the development and test portions of DROP to ensure quality 
and report inter-annotator agreement.



Dataset Collection : Extracting Passages

1. Wikipedia passages with a narrative sequence with high proportion of 
numbers were chosen.

2. NFL game summaries + History articles + Any passage with 20+ numbers.
3. This process yields 7000 passages



Dataset Collection : Question Collection

1. Workers presented with 5 passages and require to produce 12 QA pairs.
2. Examples questions from semantic parsing literature were shown to elicit 

questions requiring more comprehension.
3. Only allowed to submit questions that BiDAF could not solve.
4. Only three types of answers allowed : spans of text from either question 

or passage, date and numbers.
5. Collected 96567 QA pairs.



Dataset Collection : Validation

• Two additional answers collected using crowdsourcing for each QA pair.
• Good resulting inter-annotator agreement.



DROP : Data Analysis

 

Question Analysis : Most frequent trigram pattern “Which team scored” appears only in 4% of the 
span type questions indicating the huge variety in linguistic constructs.

Answer Analysis : On average 2.14 spans are needed to be considered to answer a question and a 
majority of the answers are numerical values and proper nouns.



Evaluation : Metrics

Exact Match

- Removes articles and other 
simple normalization

F1 Score(Numeracy focused)

- SQuAD based F1 score modified 
to become 0 when there is a 
number mismatch between gold 
and predicted answers.



Baselines

Semantic Parsing : Grammar-constrained semantic parsing model built by 
Krishnamurthy et al. (2017)(KDG) for the WIKITABLEQUESTIONS tabular database.

In order to represent paragraphs as structured contexts in order to run KDG, the 
authors choose three paradigms/sentence representation schemes :

• Stanford dependencies (de Marneffe and Manning, 2008, SynDep)
• Open Information Extraction (Banko et al.,2007, Open IE)
• Semantic Role Labeling (Carreras and M`arquez,2005, SRL)



Logical Form Language

• Predicate argument structures, strings, dates, numbers + functions
• Used these to induce a grammar
• Context specific rules to produce strings occurring in both Question and 

Passage

Training : The KDG parser maximizes the marginal likelihood of a set of 
(possibly spurious) question logical forms that evaluate to the correct answer.



Baselines : RC

• BiDAF, QANet, QANet + ELMo, BERT
• These model require a few minor adaptations when training on DROP.

Baselines : Heuristics

• Question Only/ Paragraph Only
• Most frequent answers for each question word



NAQANET

• Numerically Aware QANET = NAQANET 
• Combines Neural RC and Symbolic Reasoning
• First predicts answer type as a span from question/count/arithmetic 

expression
• Neural Architecture produces a partially executed logical form which 

symbolic reasoning system solves.



NAQANET : Model

• A few layers are added on top of the original QANet’s architecture 
without the output layer(embedding + encoding + Passage question 
attention). They get Question representation Q and question aware 
passage representation     .

• 4 different output layers for each kind of output/answer that the model 
can produce i.e 
– Passage Span
– Question Span
– Count 
– Arithmetic Expression



Output Layer : Passage Span

• Apply three repetition of QANet encoder on      to get         ,        , and         
.

• Starting and Ending position of passage computed as   

Where FFN is a two layer feed forward network with RELU 



Output Layer : Question Span

• First they Compute        as follows : 

• Then they compute starting and ending position in the questions



Output Layer : Count/Arithmetic Expression
• Count treated as a multiclass classification problem with the 10 digits 

from 0-9 as the possibilities.
• For arithmetic expression, they extract add numbers and assign a +/- or 0 

to each number.
• They apply one more round of QANet encoder to         to get        
• Then they select an index over concatenation of         and          to get a 

representation of each number in the passage. They ith number is 
represented as       and the probabilities of +/- and 0 are then,



Output Layer : Answer type prediction
• They use a categorical variable to decide between above four answer 

types with probabilities computed as 



Weakly Supervised Training

• They find all executions that lead to the right answer and maximize the 
marginal likelihood of these executions



Results



Error Analysis

• Conducted error analysis on a random sample of 100 wrong answers
– Arithmetic operations - 51%
– Counting - 30%
– Domain Knowledge and common sense - 23%
– Co-reference - 6%





Current SOTA

Question directed graph attention network (QDGAT)(Chen et al. 2020) : 

- F1 : 0.9010, Exact Match : 0.8704
- They construct a heterogeneous directed graph where nodes can be 

different types of entities and different types numbers and edges encode 
different types of relations between nodes.

- Using contextual encoders such as BERT and ROBERTa to extract 
representations of numbers and entities in both question and passage to 
serve as the initial embeddings of each node in the graph.

- After several message passing iterations, QDGAT aggregates node 
information to answer the questions.





Discussion

- Why report statistics for the BiDAF model when we used it as an 
adversary? Is it meaningful?

- Current SOTA was reached within 2 years of dataset release, does that 
mean that technology improved so much in the last two years or just that 
existing methods were modified slightly to overfit this dataset.
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• Commensense Benchmarks - WSC and COPA
– expert curated, high quality but size too small

• Commonsense Knowledge Bases (knowledge graph)
– good for reasoning and downstream applications

• Constrained or Adversarial Data Collection
– SQuAD, 50k unanswerable questions
– adversarial filtering of generated incorrect answers to minimize 

surface patterns(Zellers et al)

Related Works



Contributions

• Social and emotional intelligence important in daily lives - helps to 
achieve human-like AI

• Models trained on text corpora limited by reporting bias of knowledge
• First large (38K questions) common sense QA dataset by crowdsourcing
• adversarial question-switched answers to minimize annotation artifacts
• State-of-the-art BERT model only achieving 64.5% - great room for 

improvement!
• Social IQA can be used for transfer learning to solve other common sense 

tasks



Examples
Inference to the past

Inference to the future



ATOMIC Dataset
• commonsense reasoning 

knowledge graph
• Relation types

– if-event-then-mental-state
– if-event-then-event
– if-event-then-persona



Dataset Creation
• Pre-processing

– PersonX spills ___ all over the floor
– Alex spilled food all over the floor

• expands to <Context, Question, Answer>
• Post-processing - make the machine learn the right thing

– Handwritten Incorrect Answers
• similar in terms of words used, length, style

– Question-Switching Answers
• include answers to other questions but in a different context



Question-Switching Answers
• Select incorrect answers of different 

questions from within the same 
context.

• Make it harder for the model to hack 
through, either through incorrect 
answer bias or others



Dataset Validation
• 3 workers to answer, 5 workers to validate

– majority voting, otherwise discard the tuple
• human performance: 84-87%



Baseline Performance
• OpenAI-GPT and BERT
• BERT-large projected to match human 

performance with 1 million examples
– but what does it mean if it achieves 

better performance than human?
• model succeeds at predicting motivation 

and actions but does not so well at 
involuntary effects
– maybe better physics/ causation/ 

world model help?



Transfer Learning
• Better performance

– 3-5% higher accuracy
– tighter spreads

• Can be used to improve previous model
– different datasets compensate each other



Takeaway from SOCIAL IQA
• Emotion and common sense dataset

– human performance at around 85%
• crowdsourcing

– how to generate negative answers and adversarial data
– question-switching answers

• 20% accuracy room of improvement!



Comparisons
• Worker disagreement

– SocialQA discards jobs that cannot achieve majority voting
– OTT-QA reassigns the job until accepted (71% overall rate)
– AmbigQA tries to solve disagreement by breaking it down to smaller 

segments
• Worker types

– generators and validators, maybe also coauthors
• workers agree on most (90% in AmbigQA), not all



Dynabench

- QA Datasets saturate quickly
- Benchmarks usually have artifacts
- Benchmarks can be deceiving
- Research work usually overfits to benchmarks

Dynabench is a dynamic benchmarking platform developed with the goal to 
address these issues. Dynabench collects datasets adversarially using current 
SOTA models and releases them in multiple rounds.



QA Datasets Takeaway

- Earlier datasets such as SQuAD have been solved

- To encourage more thorough understanding and with the aim of creating 
harder tasks, several new datasets have been created.

- Each dataset adds unique new complexities to the QA task.


