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This year …
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The Spirit of HMLP
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A BC = ⨉
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N-body Operators
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A BC = ⨉

N-by-N interactions N query points N reference points 
in a k-dimensional 

feature space
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Learning = Less Outputs
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Spatial Reduction
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A B= ⨉

C
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Significants
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Generalization
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GEMM-like generalization [GraphBLAS]

Copyright @ 2017, The University of Texas at Austin



N-body Computation Primitives
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<typename TA> <typename TB><typename TC>

packing routines to extract (reorder) A, B, C into matrices

semi-ring operators <TA, TB> -> <TV>

kernel function             <TV> -> <TC>

reduction operator          <TC, TC> -> <TC>
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BLIS (Framework + Kernel)
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<typename TA> <typename TB><typename TC>

packing routines to extract (reorder) A, B, C into matrices

semi-ring operators <TA, TB> -> <TV>

kernel function             <TV> -> <TC>

microkernel

Preserve the BLIS structure (the Goto algorithm)

reduction operator          <TC, TC> -> <TC>
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Worry About Optimization?
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<typename TA> <typename TB><typename TC>

semi-ring operators <TA, TB> -> <TV>

kernel function             <TV> -> <TC>

BLIS microkernel

Reuse registers C
reduction operator          <TC, TC> -> <TC>

packing routines to extract (reorder) A, B, C into matrices

Reduce storage and slow memory complexity by 

Reduce storage and slow memory complexity by 

Reduce loads/stores from  to 
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Gesture Recognition
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Classification
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Kernel Density Estimation
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Portable Performance*
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Approximation 
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The Largest Problem? 
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MATVEC



More Primitives
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