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From	QC	to	DGEMM
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ra<bē<f̄
i<jk̄<l̄
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Tensor	Contraction	Today
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DGEMM	Considered	Harmful
• Tensors	have	to	be	transposed in	order	to	use	DGEMM.

• DGEMM	needs	densematrices.	If	our	tensors	have	
structure	(permutational	symmetry,	point	group	symmetry,	
sparsity,	etc.)	we	have	to	expand or	block them.

• Point	group	symmetry	is	efficiently	handled	with	the	Direct	
Product	Decomposition (DPD),	but	we	want	to	automate
and	optimize it.

• Blocking reduces	the	size	of	individual	DGEMM	calls.	Can	
we	aggregate these	into	more	efficient	operations?
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DPD:	Stanton,	J.F.;	Gauss,	J.;	Watts,	J.D.;	Bartlett,	R.J.	J.	Chem.	Phys. 1991,	94,	4334.



How	Much	Does	Transpose	Cost?
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BLIS	à TBLIS
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Quasi-Sparse	Tensor	Contractions

Entire quantity
laid out on disk

Hunk: sized to
fit in memory

Chunk: fixed
irreducible
representations 

Virtual block: fixed
values of ijkl

Option	#1:	Batch	within	TBLIS	framework

Option	#2:	Batch	outside	of	TBLIS	framework
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for k’
pfor n’

pfor m’
if ∃A(m’,k’) ∧
∃B(k’,n’) ∧
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contract(…)
endif

done
done

done
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Quasi-Sparse	Tensor	Contractions
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for k’
pfor n’

pfor m’
if ∃A(m’,k’) ∧
∃B(k’,n’) ∧
∃C(m’,n’)

contract(…)
endif

done
done

done
Split communicator into c_in & c_out
pfor n’ over c_out

pfor m’ over c_out
ks = {}
for k’

if ∃A(m’,k’) ∧
∃B(k’,n’) ∧
∃C(m’,n’)

append k’ to ks
endif

done
pcontract(ks,…) over c_in

done
done

Use	hierarchical	
dynamic+static parallelism	
and	aggregate	blocks	when	
possible.



Quasi-Sparse	Tensor	Contractions
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Taking	Advantage	of	Structure

i
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k

Point	Group	Symmetry

Cost	savings	proportional	to	
g2 (g	=	number	of	irreducible	
representations/blocks).

Permutational	Symmetry

Factorial	cost	savings	for	
increasing	dimensionality.

Aijk =	-Ajik =	Ajki =
-Akji =	Akij =	-Aikj

Ai<j<k
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Taking	Advantage	of	Structure
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Figure 2: Speedup of new version of NCC using TBLIS compared to old version on 2x Xeon E5-2698v3 (32
cores). Tests systems described in text.

where each block has the layout of a dense tensor. This has the advantage of simplicity but is not optimal
in terms of data locality. The Direct Product Decomposition, on the other hand, optimizes locality at
the expense of more complicated indexing and structure. I have created a unified interface for these two
approaches, as well as additional layouts which combine aspects of both of them, which allows tensors to be
stored and accessed generically, and to convert between different layouts. Using this simple interface (and
the associated tensor contraction algorithms described below) has allowed me to delete more than 20,000
lines of code from NCC.

In order to perform contractions of these spatially-symmetric tensors, I have devised two algorithms. The
first algorithm performs independent tensor contractions on the individual blocks of each tensor, using the
aforementioned interface to be agnostic of tensor layout. This approach exposes a high degree of parallelism
and is fairly simple and flexible, but is not optimal in terms of data reuse. The second algorithm fuses
multiple blocks into a fixed number of sub-tensor contractions (the number is equal to the order of the point
group), using the internal machinery of TBLIS to optimally reuse data. This approach is more complicated
but is expected to have higher absolute performance. Work on this second algorithm is nearly complete,
while the first is fully complete and integrated into NCC.

As an example of the efficiency gains afforded by these new algorithms, I have run coupled cluster singles
and doubles (CCSD) calculations on a variety of large molecular systems of varying degrees of symmetry:
the Watson-Crick guanine-cytosine base pair (GC, C1 symmetry), 2,4-diphenylfuran (DPF, Cs symmetry),
(E)-1,2-dibromo-1,2-diphenylethene (DBDPE, C2h symmetry), and the gold dimer (D2h symmetry, with all
158 electrons correlated). The speedup of the new code over the old code is illustrated in figure 2, where
the observed speedup ranges from 20% to 70%. CCSD was already highly-optimized in NCC, and so these
speedups represent lower bounds for expected improvements in methods involving triple and quadruple
excitations (integration for these methods is still on-going).

In the area of the representation of higher-order non-orthogonally spin-adapted cluster amplitudes, I
have made progress in two ways. First, I have implemented tensor contractions algorithms for these six- and

3

free energy models using accurate energy data of direct base
pairing and stacking interactions, eventually supplemented by
some simple models to consider solvent screening of the
electrostatic interactions.13 The intrinsic energies can be
nowadays quite accurately derived by QM methods. However,
there is mounting evidence that the above simple assumption is
unrealistic.14,15 Rather, the free energies ultimately result from a
very complex mixture of numerous energy contributions, with
the base pairing and stacking energies being just part of the
overall balance.4,16 In addition, the balance may differ from
system to system, limiting the transferability of the TD data.
Thus, the profound difference between free energy effect of
guanine−cytosine (GC) to inosine−cytosine (IC) base pair
substitution in the context of RNA and DNA canonical helices
analyzed in the present study is one example of the complexity
of the interactions. Another known example is the difference
between incorporation of consecutive protonated cytosines into
i-DNA tetraplex and Pyr-Pur-Pyr DNA triplex.17−19 While
stacking of protonated cytosines is a native canonical
interaction in i-DNA, consecutive stacked protonated cytosines
disrupt the triplex.
Computational methods, despite their numerous limitations,

can provide useful complementary insight to the TD
experiments,20 especially when analyzing effects of small
modifications of the studied systems. In this particular case,
free energy computations based on explicit solvent atomistic
simulations can be applied.21 Although the force fields used in
the simulations are in principle less accurate than QM
calculations used for benchmark computations on model
systems, the simulations can fully include the solvent effects
and provide appropriate sampling of the conformational space.4

Specifically, the thermodynamics integration (TI) method has
been shown to furnish very promising results in evaluation of
relative free energies of systems that are close to isosteric, i.e.,
are not associated with any significant geometrical
changes.22−28

Since base mutations (even change of single functional
group) can alter base pairing (secondary structure) and
subsequently change shape of the entire system, it is necessary
to understand TD implications of these interactions in the

context of not only the interaction itself but of the entire
system. The sequence dependence of Gibbs free energy (ΔG)
of stability of nucleic acids structures can be measured by UV
melting experiments.9,10 The change of stability upon a given
modification, for example, loss of a single H-bond, is often
variable and depends not only on the modification but also on
other contributions and the overall context. This phenomenon
was termed nonadditivity.29,30 One substitution/modification
already present in the helix can modulate free energy effects of
subsequent modifications.31 This can be explained by the effect
of the first modification on the strength of neighboring
hydrogen bonds and stacking interactions. Additionally, since
both major and minor grooves usually possess a specific system
of dynamical ion and water mediated interactions,32 any change
of functional groups that perturbs the solvent network may
have subsequent influence on free energies that cannot be
deduced from the strength of the H-bond itself. The fact that
nonadditivity is highly dependent upon the structural context
supports this notion. For example, the nonadditivity is much
greater at helix ends than in the middle of helices, indicating
that substitution at helix ends may leave the terminal
nucleotides unpaired and therefore insensitive to further
mutations.31 Nonadditivity of nucleic acids substitutions was
extensively studied using double- and triple-cycle muta-
tions.16,31,33

From the basic physical-chemistry point of view, interesting
base substitution is the guanine (G) → inosine (I) substitution
in the Watson−Crick GC base pair (Figure 1). This is one of
the smallest changes that can occur in nucleic acids, since it
includes just deletion of the N2 amino group of guanine
occurring in the minor groove of canonical double helices. At
first sight, such substitution should highlight free energy
changes associated with a loss of single H-bond, since the GC
and IC base pairs adopt the same WC geometry and differ only
in the number of H-bonds. Further, the electrostatic potential
of inosine resembles guanine, although the dipole moment of
inosine is somewhat smaller (Figure 1).34 It thus can be
assumed that the G → I substitution can monitor the effect of
altering a single functional group and, in terms of free energy, a
loss of single H-bond. Indeed, the G → I substitution has been

Figure 1. Schematic representation of guanine/cytosine (top) and inosine/cytosine (bottom) base pairs and electron density surface (isovalue =
0.0004 au) visualization according to the base pairs electrostatic potentials (right). Structures were optimized in Gaussian09 using PBE/cc-pVTZ.
The Gaussview 5 program was used for visualization (scale: red ≤ −3.5e−2 au, blue ≥ −3.5e−2 au).

The Journal of Physical Chemistry B Article

dx.doi.org/10.1021/jp311180u | J. Phys. Chem. B 2013, 117, 1872−18791873

Guanine-cytosine	dimer	(GC),	no	symmetry
Krepl et	al.,	J.	Phys.	Chem.	B	2013,	117,	1872	

2,4,-diphenylfuran	(DPF),	Cs symmetry

(E)	1,2-dibromo-
1,2-
diphenylethene
(DBDPE)
planar,	C2h
symmetry

Au Au Gold	dimer	(Au2)
all-electron,	D2h symmetry

Less	symmetry More	symmetry

2x	Xeon	E5-2698	
v3	 (32	cores)

Speedup	in	computation	of	coupled	cluster	singles	and	
doubles	(CCSD)	ground	state	energy	when	using	TBLIS



Summary
• Novel	algorithms	leveraging	the	BLIS	
methodology can	significantly	outperform	
DGEMM-based	algorithms	for	tensor	
contraction.

• Breaking	through	the	DGEMM	barrier	allows	
new	algorithms	to	be	implemented	with	high	
efficiency.
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