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“Wow! This book is basically one-stop shopping for OpenGL information.
It is the kind of book that I will be reaching for a lot. Thanks to Dave,
Graham, John, and Bill for an amazing effort.”

—Mike Bailey, professor, Oregon State University

“The most recent Red Book parallels the grand tradition of OpenGL;
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OpenGL techniques that will work anywhere. The Red Book continues to
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Programming Guide handy.”
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latest version of OpenGL, look no further. The authors of this book have
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out here in a clear, logical, and insightful manner.”

—Neil Trevett, president, Khronos Group
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About This Guide

The OpenGL graphics system is a software interface to graphics hardware.
(The GL stands for Graphics Library.) It allows you to create interactive
programs that produce color images of moving three-dimensional objects.
With OpenGL, you can control computer-graphics technology to produce
realistic pictures, or ones that depart from reality in imaginative ways. This
guide explains how to program with the OpenGL graphics system to
deliver the visual effect you want.

What This Guide Contains

This guide contains the following chapters:

e Chapter 1, “Introduction to OpenGL”, provides a glimpse into what
OpenGL can do. It also presents a simple OpenGL program and
explains the essential programming details you need to know for the
subsequent chapters.

e Chapter 2, “Shader Fundamentals”, discusses the major feature of
OpenGL, programmable shaders, demonstrating how to initialize and
use them within an application.

e Chapter 3, “Drawing with OpenGL”, describes the various methods for
rendering geometry using OpenGL, as well as some optimization
techniques for making rendering more efficient.

e Chapter 4, “Color, Pixels, and Framebuffers”, explains OpenGL'’s
processing of color, including how pixels are processed, buffers are
managed, and rendering techniques focused on pixel processing.

e Chapter 5, “Viewing Transformations, Clipping, and Feedback”, details
the operations for presenting a three-dimensional scene on a
two-dimensional computer screen, including the mathematics and
shader operations for the various types of geometric projection.

e Chapter 6, “Textures”, discusses combining geometric models and
imagery for creating realistic, high-detailed three-dimensional models.

e Chapter 7, “Light and Shadow”, describes simulating illumination
effects for computer graphics, focusing on implementing those
techniques in programmable shaders.
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Chapter 8, “Procedural Texturing”, details the generation of textures
and other surface effects using programmable shaders for increased
realism and other rendering effects.

Chapter 9, “Tessellation Shaders”, explains OpenGL’s shader facility for
managing and tessellating geometric surfaces.

Chapter 10, “Geometry Shaders”, describe an additional technique for
modifying geometric primitives within the OpenGL rendering pipeline
using shaders.

Chapter 11, “Memory”’, demonstrates techniques using OpenGL’s
framebuffer and buffer memories for advanced rendering techniques
and nongraphical uses.

Chapter 12, “Compute Shaders”, introduces the newest shader stage
which integrates general computation into the OpenGL rendering
pipeline.

Additionally, a number of appendices are available for reference.

Appendix A, “Basics of GLUT: The OpenGL Utility Toolkit”, discusses
the library that handles window system operations. GLUT is portable
and it makes code examples shorter and more comprehensible.

Appendix B, “OpenGL ES and WebGL", details the other APIs in the
OpenGL family, including OpenGL ES for embedded and mobile
systems, and WebGL for interactive 3D applications within Web
browsers.

Appendix C, “Built-in GLSL Variables and Functions”’, provides a
detailed reference to OpenGL Shading Language.

Appendix D, “State Variables”, lists the state variables that OpenGL
maintains and describes how to obtain their values.

Appendix E, “Homogeneous Coordinates and Transformation
Matrices”, explains some of the mathematics behind matrix
transformations.

Appendix F, “OpenGL and Window Systems"’, describes the various
window-system-specific libraries that provide the binding routines
used for allowing OpenGL to render with their native windows.

Appendix G, “Floating-Point Formats for Textures, Framebuffers, and
Renderbuffers”, provides an overview of the floating-point formats
used within OpenGL.

Appendix H, “Debugging and Profiling OpenGL”, discusses the latest
debug features available within OpenGL.
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e Appendix I, “Buffer Object Layouts”, provides a reference for use with
uniform buffers using the standard memory layouts defined in
OpenGL.

What’s New in This Edition

Virtually everything! For those familiar with previous versions of the
OpenGL Programming Guide, this edition is a complete rewrite focusing on
the latest methods and techniques for OpenGL application development.
It combines the function-centric approach of the classic Red Book, with
the shading techniques found in the OpenGL Shading Language (commonly
called the “Orange Book”’).

In this edition, the author team was expanded to include major
contributors to OpenGL’s evolution, as well as the OpenGL Shading
Language specification editor. As such, this edition covers the very latest
version of OpenGL, Version 4.3, including compute shaders. It also
describes every stage of the programmable rendering pipeline. We
sincerely hope you find it useful and educational.

What You Should Know Before Reading This Guide

This guide assumes only that you know how to program in the C language
(we do use a little bit of C++, but nothing you won't be able to figure out
easily) and that you have some background in mathematics (geometry,
trigonometry, linear algebra, calculus, and differential geometry). Even if
you have little or no experience with computer graphics technology, you
should be able to follow most of the discussions in this book. Of course,
computer graphics is an ever-expanding subject, so you may want to
enrich your learning experience with supplemental reading:

e  Computer Graphics: Principles and Practice, Third Edition, by John F.
Hughes et al. (Addison-Wesley, forthcoming 2013)—This book is an
encyclopedic treatment of the subject of computer graphics. It includes
a wealth of information but is probably best read after you have some
experience with the subject.

e 3D Computer Graphics by Andrew S. Glassner (The Lyons Press,
1994)—This book is a nontechnical, gentle introduction to computer
graphics. It focuses on the visual effects that can be achieved, rather
than on the techniques needed to achieve them.

Another great place for all sorts of general information is the OpenGL Web
site. This Web site contains software, sample programs, documentation,
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FAQs, discussion boards, and news. It is always a good place to start any
search for answers to your OpenGL questions:

http://www.opengl.org/

Additionally, full documentation of all the procedures and shading
language syntax that compose the latest OpenGL version are documented
and available at the official OpenGL Web site. These Web pages replace the
OpenGL Reference Manual that was published by the OpenGL Architecture
Review Board and Addison-Wesley.

OpenGL is really a hardware-independent specification of a programming
interface, and you use a particular implementation of it on a particular
kind of hardware. This guide explains how to program with any OpenGL
implementation. However, since implementations may vary slightly—in
performance and in providing additional, optional features, for example—
you might want to investigate whether supplementary documentation is
available for the particular implementation you're using. In addition, the
provider of your particular implementation might have OpenGL-related
utilities, toolkits, programming and debugging support, widgets, sample
programs, and demos available at its Web site.

How to Obtain the Sample Code

This guide contains many sample programs to illustrate the use of
particular OpenGL programming techniques. As the audience for this
guide has a wide range of experience, from novice to seasoned veteran,
with both computer graphics and OpenGL, the examples published in
these pages usually present the simplest approach to a particular rendering
situation, demonstrated using the OpenGL Version 4.3 interface. This is
done mainly to make the presentation straightforward and accessible to
those readers just starting with OpenGL. For those of you with extensive
experience looking for implementations using the latest features of the
API, we first thank you for your patience with those following in your
footsteps, and ask that you please visit our Web site:

http://www.opengl-redbook.com/

There, you will find the source code for all examples in this text,
implementations using the latest features, and additional discussion
describing the modifications required in moving from one version of
OpenGL to another.

All of the programs contained within this book use the OpenGL Utility
Toolkit (GLUT), originally authored by Mark Kilgard. For this edition, we
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use the open-source version of the GLUT interface from the folks
developing the freeglut project. They have enhanced Mark’s original work
(which is thoroughly documented in his book, OpenGL Programming for the
X Window System, Addison-Wesley, 1997). You can find their open-source
project page at the following address:

http://freeglut.sourceforge.net/
You can obtain code and binaries of their implementation at this site.

The section “OpenGL-Related Libraries” in Chapter 1 and Appendix A give
more information about using GLUT. Additional resources to help
accelerate your learning and programming of OpenGL and GLUT can be
found at the OpenGL Web site’s resource pages:

http://www.opengl.org/resources/

Many implementations of OpenGL might also include the code samples
as part of the system. This source code is probably the best source for your
implementation, because it might have been optimized for your system.
Read your machine-specific OpenGL documentation to see where those
code samples can be found.

Errata

Unfortunately, it is likely this book will have errors. Additionally, OpenGL
is updated during the publication of this guide: errors are corrected and
clarifications are made to the specification, and new specifications are
released. We keep a list of bugs and updates at our Web site,
http://www.opengl-redbook.com/, where we also offer facilities for
reporting any new bugs you might find. If you find an error, please accept
our apologies, and our thanks in advance for reporting it. We'll get it
corrected as soon as possible.

Style Conventions

These style conventions are used in this guide:
e Bold—Command and routine names and matrices

e [talics—Variables, arguments, parameter names, spatial dimensions,
matrix components, and first occurrences of key terms.

e Regular—Enumerated types and defined constants

Code examples are set off from the text in a monospace font, and
command summaries are shaded with gray boxes.
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In a command summary, we sometimes use braces to identify options
among data types. In the following example, glCommand() has four
possible suffixes: s, i, f, and d, which stand for the data types GLshort,
GLint, GLfloat, and GLdouble. In the function prototype for
glCommand(), TYPE is a wildcard that represents the data type indicated
by the suffix.

void glCommand(sifd}(TYPE x1, TYPE yI, TYPE x2, TYPE y2);

We use this form when the number of permutations of the function
becomes unruly.
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Chapter 1

Introduction to OpenGL

Chapter Objectives
After reading this chapter, you'll be able to do the following:

e Describe the purpose of OpenGL, what it can and cannot do in
creating computer-generated images.

e Identify the common structure of an OpenGL application.

e Enumerate the shading stages that compose the OpenGL rendering
pipeline.



This chapter introduces OpenGL. It has the following major sections:

e “What Is OpenGL?” explains what OpenGL is, what it does and doesn’t
do, and how it works.

e “Your First Look at an OpenGL Program” provides a first look at what
an OpenGL program looks like.

e “OpenGL Syntax” describes the format of the command names that
OpenGL uses.

e “OpenGLs Rendering Pipeline” discusses the processing pipeline that
OpenGL uses in creating images.

e  “Our First Program: A Detailed Discussion” dissects the first program
presented and provides more detail on the activities of each section of
the program.

What Is OpenGL?

OpenGL is an application programming interface—"AP1" for short—which is
merely a software library for accessing features in graphics hardware.
Version 4.3 of the OpenGL library (which this text covers) contains over
500 distinct commands that you use to specify the objects, images, and
operations needed to produce interactive three-dimensional computer-
graphics applications.

OpenGL is designed as a streamlined, hardware-independent interface
that can be implemented on many different types of graphics hardware
systems, or entirely in software (if no graphics hardware is present in the
system) independent of a computer’s operating or windowing system. As
such, OpenGL doesn’t include functions for performing windowing tasks
or processing user input; instead, your application will need to use the
facilities provided by the windowing system where the application will
execute. Similarly, OpenGL doesn’t provide any functionality for describ-
ing models of three-dimensional objects, or operations for reading image
files (like JPEG files, for example). Instead, you must construct your three-
dimensional objects from a small set of geometric primitives—points, lines,
triangles, and patches.

Since OpenGL has been around a while—it was first developed at Silicon
Graphics Computer Systems with Version 1.0 released in July of 1994—
there are both many versions of OpenGL, as well as many software libraries
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built on OpenGL for simplifying application development, whether you're
writing a video game, creating a visualization for scientific or medical
purposes, or just showing images. However, the more modern version of
OpenGL differs from the original in significant ways. In this book, we
describe how to use the most recent versions of OpenGL to create those
applications.

The following list briefly describes the major operations that an OpenGL
application would perform to render an image. (See “OpenGLs Rendering
Pipeline” for detailed information on these operations.)

e Specify the data for constructing shapes from OpenGL’s geometric
primitives.

e Execute various shaders to perform calculations on the input primitives
to determine their position, color, and other rendering attributes.

e Convert the mathematical description of the input primitives into
their fragments associated with locations on the screen. This process is
called rasterization.

e [Finally, execute a fragment shader for each of the fragments generated
by rasterization, which will determine the fragment’s final color and
position.

e Possibly perform additional per-fragment operations such as deter-
mining if the object that the fragment was generated from is visible, or
blending the fragment’s color with the current color in that screen
location.

OpenGL is implemented as a client-server system, with the application you
write being considered the client, and the OpenGL implementation pro-
vided by the manufacturer of your computer graphics hardware being the
server. In some implementations of OpenGL (such as those associated

with the X Window System), the client and server will execute on different
machines that are connected by a network. In such cases, the client will
issue the OpenGL commands, which will be converted into a window-
system specific protocol that is transmitted to the server via their shared
network, where they are executed to produce the final image.

Your First Look at an OpenGL Program

Because you can do so many things with OpenGL, an OpenGL program
can potentially be large and complicated. However, the basic structure of
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all OpenGL applications is usually similar to the following:
e Initialize the state associated with how objects should be rendered.

e Specity those objects to be rendered.

Before you look at some code, let’s introduce some commonly used
graphics terms. Rendering, which we've already used without defining
previously, is the process by which a computer creates an image from
models. OpenGL is just one example of a rendering system; there are
many others. OpenGL is a rasterization-based system, but there are other
methods for generating images as well, such as ray tracing, whose tech-
niques are outside the scope of this book. However, even a system that uses
ray tracing may employ OpenGL to display an image, or compute
information to be used in creating an image.

Our models, or objects—we’ll use the terms interchangeably—are
constructed from geometric primitives—points, lines, and triangles—
that are specified by their vertices.

Another concept that is essential to using OpenGL is shaders, which are
special functions that the graphics hardware executes. The best way to
think of shaders is as little programs that are specifically compiled for your
graphics processing unit—commonly called a graphics processing unit (GPU).
OpenGL includes all the compiler tools internally to take the source code
of your shader and create the code that the GPU needs to execute. In
OpenGL, there are four shader stages that you can use. The most common
are vertex shaders, which process vertex data, and fragment shaders, which
operate on the fragments generated by the rasterizer. Both vertex and
fragment shaders are required in every OpenGL program.

The final generated image consists of pixels drawn on the screen; a pixel is
the smallest visible element on your display. The pixels in your system are
stored in a framebuffer, which is a chunk of memory that the graphics
hardware manages, and feeds to your display device.

Figure 1.1 shows the output of a simple OpenGL program, which renders
two blue triangles into a window. The source code for the entire example is
provided in Example 1.1.
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Figure 1.1 Image from our first OpenGL program: triangles.cpp

Example 1.1 triangles.cpp: Our First OpenGL Program

L1770 0007777770007 7 7070007777700 0777770007777 77 7707777777777

//
// triangles.cpp

/7
L1777 07000777777777777777777777777777777777777777777777777777777777777

#include <iostream>
using namespace std;

#include "vgl.h"
#include "LoadShaders.h"

enum VAO_IDs { Triangles, NumVAOs };
enum Buffer_IDs { ArrayBuffer, NumBuffers };
enum Attrib_IDs { vPosition = 0 };

GLuint VAOs[NumVAOs] ;
GLuint Buffers[NumBuffers];

const GLuint NumVertices = 6;
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//
// init
//
void
init (void)
{
glGenVertexArrays (NumVAOs, VAOs) ;
glBindVertexArray (VAOs [Triangles]) ;
GLfloat vertices[NumVertices][2] = {
{ -0.90, -0.90 }, // Triangle 1
{ 0.85, -0.90 1},
{ -0.90, 0.85 1},
{ 0.90, -0.85 1}, // Triangle 2
{ 0.90, 0.90 1},
{ -0.85, 0.90 }
}i
glGenBuffers (NumBuffers, Buffers);
glBindBuffer (GL_ARRAY_BUFFER, Buffers[ArrayBuffer]);
glBufferData (GL_ARRAY_BUFFER, sizeof (vertices),
vertices, GL_STATIC_DRAW) ;
ShaderInfo shaders[] = {
{ GL_VERTEX_SHADER, "triangles.vert" },
{ GL_FRAGMENT_SHADER, "triangles.frag" },
{ GL_NONE, NULL }
}i
GLuint program = LoadShaders (shaders) ;
glUseProgram (program) ;
glVertexAttribPointer (vPosition, 2, GL_FLOAT,
GL_FALSE, 0, BUFFER_OFFSET(0));
glEnableVertexAttribArray (vPosition) ;
}
[ m e -
//
// display
//
void
display (void)
{
glClear (GL_COLOR_BUFFER_BIT) ;
glBindVertexArray (VAOs [Triangles]) ;
glDrawArrays (GL_TRIANGLES, 0, NumVertices);
glFlush() ;
}
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int

main (int argc, charxx argv)

{
glutInit (&argc, argv) ;
glutInitDisplayMode (GLUT_RGBA) ;
glutInitWindowSize (512, 512);
glutInitContextVersion (4, 3);
glutInitContextProfile (GLUT_CORE_PROFILE) ;
glutCreateWindow (argv([0]) ;

if (glewInit()) {
cerr << "Unable to initialize GLEW ... exiting" << endl;
exit (EXIT_FAILURE) ;

}

init () ;
glutDisplayFunc (display) ;

glutMainLoop () ;
}

While that may be more code than you were expecting, you'll find that
this program will be the basis of just about every OpenGL application you
write. We use some additional software libraries that aren’t officially part of
OpenGL to simplify things like creating a window, or receiving mouse or
keyboard input—those things that OpenGL doesn’t include. We've also
created some helper functions and small C++ classes to simplify our exam-
ples. While OpenGL is a “C’-language library, all of our examples are in
C++, but very simple C++. In fact, most of the C++ we use is to implement
the mathematical constructs vectors and matrices.

In a nutshell, here’s what Example 1.1 does. We'll explain all of these
concepts in complete detail later, so don’t worry.

e In the preamble of the program, we include the appropriate header files
and declare global variables! and other useful programming constructs.

e The init() routine is used to set up data for use later in the program.
This may be vertex information for later use when rendering

1. Yes; in general we eschew global variables in large applications, but for the purposes of
demonstration, we use them here.
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primitives, or image data for use in a technique called texture mapping,
which we describe in Chapter 6.

In this version of init(), we first specify the position information for
the two triangles that we render. After that, we specify shaders we're
going to use in our program. In this case, we only use the required
vertex and fragment shaders. The LoadShaders() routine is one that
we've written to simplify the process of preparing shaders for a GPU.
In Chapter 2 we'll discuss everything it does.

The final part of init() is doing what we like to call shader plumbing,
where you associate the data in your application with variables in
shader programs. This is also described in detail in Chapter 2.

The display() routine is what really does the rendering. That is, it calls
the OpenGL functions that request something be rendered. Almost all
display() routines will do the same three steps as in our simple
example here.

1. Clear the window by calling glClear().
2. Issue the OpenGL calls required to render your object.
3. Request that the image is presented to the screen.

Finally, main() does the heavy lifting of creating a window, calling
init(), and finally entering into the event loop. Here you also see func-
tions that begin with “gl” but look different than the other functions
in the application. Those, which we’'ll describe momentarily, are from
the libraries we use to make it simple to write OpenGL programs across
the different operating and window systems: GLUT, and GLEW.

Before we dive in to describe the routines in detail, let us explain OpenGL

labels functions, constants, and other useful programming constructs.

OpenGL Syntax

As you likely picked up on, all the functions in the OpenGL library begin
with the letters “g1”, immediately followed by one or more capitalized
words to name the function (glBindVertexArray(), for example). All

functions in OpenGL are like that. In the program you also saw the func-
tions that began with “glut”, which are from the OpenGL Utility Toolkit
(GLUT), a library written by Mark J. Kilgard. It’s a popular cross-platform
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toolkit for opening windows and managing input, among other
operations. We use a version of GLUT named Freeglut, originally written by
Pawel W. Olszta with contributions from Andreas Umbach and Steve Baker
(who currently maintains the library), which is a modern variant of the
original library. Similarly, you see a single function, glewInit(), which
comes from the OpenGL Extension Wrangler written by Milan Ikits and
Marcelo Magallon. We describe both of those libraries in more detail in
Appendix A.

Similar to OpenGL'’s function-naming convention, constants like
GL_COLOR_BUFFER_BIT, which you saw in display(), are defined for the
OpenGL library. All constant tokens begin with GL_, and use underscores
to separate words. Their definitions are merely #defines found in the
OpenGL header files: glcorearb.h and glext.h.

To aid in moving OpenGL applications between operating systems,
OpenGL also defines various types of data for its functions, such as
GLfloat, which is the floating-point value type we used to declare
vertices in Example 1.1. OpenGL defines typedefs for all of the data
types accepted by its functions, which are listed in Table 1.1. Additionally,
since OpenGL is a “C”-language library, it doesn’t have function over-
loading to deal with the different types of data; it uses a function-naming
convention to organize the multitude of functions that result from that
situation. For example, we’ll encounter a function named glUniform*() in
Chapter 2, “Shader Fundamentals”, which comes in numerous forms, such
as glUniform2£() and glUniform3fv(). The suffixes at the end of the
“core’” part of the function name provide information about the
arguments passed to the function. For example, the “2” in glUniform2£()
represents that two data values will be passed into the function (there are
other parameters as well, but they are the same across all 24 versions of the
glUniform*() * function—In this book, we’ll use glUniform*() * to
represent the collection of all glUniform*() functions). Also note the “f”
following the ““2”. This indicates that those two parameters are of type
GLfloat. Finally, some versions of the functions’ names end with a “v”,
which is short for vector, meaning that the two floating-point values (in
the case of glUniform2fv()) are passed as a one-dimensional array of
GLfloats, instead of two separate parameters.

To decode all of those combinations, the letters used as suffixes are des-
cribed in Table 1.1, along with their types.
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Table 1.1 Command Suffixes and Argument Data Types

Suffix Data Type Typical OpenGL Type Definition
Corresponding
C-Language Type

b 8-bit integer signed char GLbyte

s 16-bit integer signed short GLshort

i 32-bit integer int GLint, GLsizei

f 32-bit floating-point float GLfloat, GLclampf

d 64-bit floating-point double GLdouble, GLclampd

ub 8-bit unsigned integer unsigned char GLubyte

us 16-bit unsigned integer  unsigned short GLushort

ui 32-bit unsigned integer  unsigned int GLuint, GLenum, GLbitfield

Note: Implementations of OpenGL have leeway in selecting which “C"
data types to use to represent OpenGL data types. If you resolutely
use the OpenGL-defined data types throughout your application,
you will avoid mismatched types when porting your code between
different implementations.

OpenGL’s Rendering Pipeline

OpenGL implements what’s commonly called a rendering pipeline, which is
a sequence of processing stages for converting the data your application
provides to OpenGL into a final rendered image. Figure 1.2 shows the

OpenGL pipeline associated with Version 4.3. The OpenGL pipeline has
evolved considerably since its introduction.

N Vertex Tessellation Tessellation R
Shader Control Evaluation Shader

Data Shader Shader
.\4.\4-

e
Fragment
shader 4

Figure 1.2 The OpenGL pipeline
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OpenGL begins with the geometric data you provide (vertices and geo-
metric primitives) and first processes it through a sequence of shader
stages: vertex shading, tessellation shading (which itself uses two shaders),
and finally geometry shading, before it’s passed to the rasterizer. The
rasterizer will generate fragments for any primitive that’s inside of the
clipping region, and execute a fragment shader for each of the generated
fragments.

As you can see, shaders play an essential role in creating OpenGL applica-
tions. You have complete control of which shader stages are used, and
what each of them do. Not all stages are required; in fact, only vertex
shaders and fragment shaders must be included. Tessellation and geometry
shaders are optional.

Now, we'll dive in a little deeper into each stage to provide you a bit more
background. We understand that this may be somewhat overwhelming at
this point, but please bear with us. It will turn out that understanding just
a few concepts will get you very far along with OpenGL.

Preparing to Send Data to OpenGL

OpenGL requires that all data be stored in buffer objects, which are just
chunks of memory managed by the OpenGL server. Populating these
buffers with data can occur in numerous ways, but one of the most
common is using the glBufferData() command like in Example 1.1. There
is some additional setup required with buffers, which we’ll cover in
Chapter 3.

Sending Data to OpenGL

After we've initialized our buffers, we can request geometric primitives
be rendered by calling one of OpenGL’s drawing commands, such as
glDrawArrays(), as we did in Example 1.1.

Drawing in OpenGL usually means transferring vertex data to the OpenGL
server. Think of a vertex as a bundle of data values that are processed
together. While the data in the bundle can be anything you'd like it to be
(i.e., you define all the data that makes up a vertex), it almost always
includes positional data. Any other data will be values you’ll need to
determine the pixel’s final color.

Drawing commands are covered in detail in Chapter 3, “Drawing with
OpenGL".

OpenGL’s Rendering Pipeline
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Vertex Shading

For each vertex that is issued by a drawing command, a vertex shader will
be called to process the data associated with that vertex. Depending on
whether any other pre-rasterization shaders are active, vertex shaders may
be very simple, perhaps just copying data to pass it through this shading
stage—what we'll call a pass-through shader—to a very complex shader that'’s
performing many computations to potentially compute the vertex’s screen
position (usually using transformation matrices, described in Chapter 5),
determining the vertex’s color using lighting computations described in
Chapter 7, or any multitude of other techniques.

Typically, an application of any complexity will have multiple vertex
shaders, but only one can be active at any one time.

Tessellation Shading

After the vertex shader has processed each vertex’s associated data, the
tessellation shader stage will continue processing those data, if it’s been
activated. As we'll see in Chapter 9, tessellation uses patchs to describe an
object’s shape, and allows relatively simple collections of patch geometry
to be tessellated to increase the number of geometric primitives providing
better-looking models. The tessellation shading stage can potentially use
two shaders to manipulate the patch data and generate the final shape.

Geometry Shading

The next shader stage—geometry shading—allows additional processing
of individual geometric primitives, including creating new ones, before
rasterization. This shading stage is also optional, but very powerful as
we'll see in Chapter 10.

Primitive Assembly

The previous shading stages all operate on vertices, with the information
about how those vertices are organized into geometric primitives being
carried along internal to OpenGL. The primitive assembly stage organizes
the vertices into their associated geometric primitives in preparation for
clipping and rasterization.
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Clipping

Occasionally, vertices will be outside of the viewport—the region of the
window where you're permitted to draw—and cause the primitive associa-
ted with that vertex to be modified so none of its pixels are outside of the
viewport. This operation is called clipping and is handled automatically by
OpenGL.

Rasterization

Immediately after clipping, the updated primitives are sent to the rasterizer
for fragment generation. Consider a fragment a “candidate pixel”, in that
pixels have a home in the framebuffer, while a fragment still can be rejec-
ted and never update its associated pixel location. Processing of fragments
occurs in the next two stages, fragment shading and per-fragment
operations.

Fragment Shading

The final stage where you have programmable control over the color of a
screen location is during fragment shading. In this shader stage, you use a
shader to determine the fragment’s final color (although the next stage,
per-fragment operations can modify the color one last time), and poten-
tially its depth value. Fragment shaders are very powerful as they often
employ texture mapping to augment the colors provided by the vertex
processing stages. A fragment shader may also terminate processing a
fragment if it determines the fragment shouldn’t be drawn; this process is
called fragment discard.

A helpful way of thinking about the difference between shaders that deal
with vertices and fragment shaders is: vertex shading (including tessella-
tion and geometry shading) determine where on the screen a primitive is,
while fragment shading uses that information to determine what color
that fragment will be.

Per-Fragment Operations
Additional fragment processing, outside of what you can currently do in a
fragment shader is the final processing of individual fragments. During

this stage a fragment’s visibility is determined using depth testing (also
commonly known as z-buffering) and stencil testing.

OpenGL’s Rendering Pipeline
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If a fragment successfully makes it through all of the enabled tests, it may
be written directly to the framebuffer, updating the color (and possibly
depth value) of its pixel, or if blending is enabled, the fragment’s color will
be combined with the pixel’s current color to generate a new color that is
written into the framebuffer.

As you saw in Figure 1.2, there’s also a path for pixel data. Generally, pixel
data comes from an image file, although it may also be created by rending
using OpenGL. Pixel data is usually stored in texture map for use with
texture mapping, which allows any texture stage to look up data values
from one or more texture maps. Texture mapping is covered in depth in
Chapter 6.

With that brief introduction to the OpenGL pipeline, we'll dissect
Example 1.1 and map the operations back to the rendering pipeline.

Our First Program: A Detailed Discussion

Entering main()

Starting at the beginning, of how our program would execute, we first look
at what’s going on in main(). The first six lines use the OpenGL Utility
Toolkit to configure and open window for us. While the details of each of
these routines is covered in Appendix A, we'll discuss the flow of the
commands here.
int
main (int argc, charxx argv)
{
glutInit (&argc, argv);
glutInitDisplayMode (GLUT_RGBA) ;
glutInitWindowSize (512, 512);
glutInitContextVersion (4, 3);
glutInitCOntextProfile(GLUT_CORE_PROFILE);
glutCreateWindow (argv([0]) ;

if (glewInit()) {
cerr << "Unable to initialize GLEW ... exiting" << endl;
exit (EXIT_FAILURE) ;

}

init();
glutDisplayFunc (display) ;

glutMainLoop () ;
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The first function, glutInit(), initializes the GLUT library. It processes the
command-line arguments provided to the program, and removes any that
control how GLUT might operate (such as specifying the size of a window).
glutInit() needs to be the first GLUT function that your application calls,
as it sets up data structures required by subsequent GLUT routines.

glutInitDisplayMode() configures the type of window we want to use
with our application. In this case, we only request that the window use the
RGBA color space (which we discuss more in Chapter 4). There are other
options that we'll add to configure windows with more OpenGL features,
such as depth buffers, or to enable animation.

glutlnitWindowSize() specifies the size of the window, as you might
expect. While we don’t do it here, you can also query the size of the display
device to dynamically size the window relative to your computer screen.

The next two calls: glutInitContextVersion() and
glutInitContextProfile() specify the type of OpenGL context—OpenGL's
internal data structure for keeping track of state settings and
operations—we want to use. Here, we request an OpenGL Version 4.3 core
profile for our context. Our profile selection controls whether we're using
only the latest features in OpenGL or the features that are compatible with
OpenGL versions all the way back to OpenGL Version 1.0.

The last call in this group is glutCreateWindow(), which does just what it
says. If it’s possible to create a window matching the display mode you
requested with glutlnitDisplayMode(), one will be created (by interfacing
with your computer’s windowing system). Only after GLUT has created a
window for you (which includes creating an OpenGL context) can you use
OpenGL functions.

Continuing on, the call to glewlInit() initializes another help library we
use: GLEW—the OpenGL Extension Wrangler. GLEW simplifies dealing
with accessing functions and other interesting programming phenomena
introduced by the various operating systems with OpenGL. Without
GLEW, a considerable amount of additional work is required to get an
application going.

At this point, we're truly set up to do interesting things with OpenGL. The
init() routine, which we’ll discuss momentarily, initializes all of our
relevant OpenGL data so we can use for rendering later.

The next routine, glutDisplayFunc(), sets up the display callback, which is
the routine GLUT will call when it thinks the contents of the window need
to be updated. Here, we provide the GLUT library a pointer to a function:
display(), which we'll also discuss soon. GLUT uses a number of callback
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functions for processing things like user input, window resizing, and many
other operations. GLUT is fully described in Appendix A, “Basics of GLUT:
The OpenGL Utility Toolkit".

The final function in main() is glutMainLoop(), which is an infinite loop
that works with the window and operating systems to process user input
and other operations like that. It’s glutMainLoop() that determines that a
window needs to be repainted, for example, and will call the function
registered with glutDisplayFunc(). An important safety tip is that since
glutMainLoop() is an infinite loop, any commands placed after it aren’t
executed.

OpenGlL Initialization

The next routine that we need to discuss is init() from Example 1.1. Once
again, here’s the code to refresh your memory.
void
init (void)
{
glGenVertexArrays (NumVAOs, VAOs) ;
glBindVertexArray (VAOs [Triangles]) ;

I
~

GLfloat vertices[NumVertices][2]

{ -0.90, -0.90 1}, // Triangle 1
{ 0.85, -0.90 1},

{ -0.90, 0.85 1},

{ 0.90, -0.85 1}, // Triangle 2
{ 0.90, 0.90 1},

{ }

-0.85, 0.90
Y

glGenBuffers (NumBuffers, Buffers);

glBindBuffer (GL_ARRAY BUFFER, Buffers|[ArrayBuffer]);

glBufferData (GL_ARRAY_BUFFER, sizeof (vertices),
vertices, GL_STATIC_DRAW) ;

ShaderInfo shaders[] = {
{ GL_VERTEX_SHADER, "triangles.vert" },
{ GL_FRAGMENT_ SHADER, "triangles.frag" },
{ GL_NONE, NULL }

Y

GLuint program = LoadShaders (shaders) ;
glUseProgram (program) ;

glVertexAttribPointer (vPosition, 2, GL_FLOAT,
GL_FALSE, 0, BUFFER_OFFSET(O0)) ;
glEnableVertexAttribArray (vPosition) ;
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Initializing Our Vertex-Array Objects

There’s a lot going on in the functions and data of init(). Starting

at the top, we begin by allocating a vertex-array object by calling
glGenVertexArrays(). This causes OpenGL to allocate some number

of vertex array object names for our use; in our case, NumvAOs, which we
specified in the global variable section of the code. glGenVertexArrays()
returns that number of names to us in the array provided, vAOs in this case.

Here’s a complete description of glGenVertexArrays():

void glGenVertexArrays(GLsizei n, GLuint *arrays);

Returns n currently unused names for use as vertex-array objects in the
array arrays. The names returned are marked as used for the purposes
of allocating additional buffer objects, and initialized with values
representing the default state of the collection of uninitialized vertex
arrays.

We'll see numerous OpenGL commands of the form glGen*, for allocating
names to the various types of OpenGL objects. A name is a little like a
pointer-type variable in C, in that until you allocate some memory and
have the name reference it, the name isn’t much help. In OpenGL, the
same holds true, and our allocation scheme is called binding an object, and
is done by a collection of functions in OpenGL that have the form
glBind*. For our example, we create and bind a vertex-array object using
glBindVertexArray().

void glBindVertexArray(GLuint array);

glBindVertexArray() does three things. When using the value array that
is other than zero and was returned from glGenVertexArrays(), a new
vertex-array object is created and assigned that name. When binding to a
previously created vertex-array object, that vertex array object becomes
active, which additionally affects the vertex array state stored in the
object. When binding to an array value of zero, OpenGL stops using
application-allocated vertex-array objects and returns to the default state
for vertex arrays.

A GL_INVALID_OPERATION error is generated if array is not a value
previously returned from glGenVertexArrays(), or if it is a value that has
been released by glDeleteVertexArrays().
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In our example, after we generate a vertex-array object name, we bind it
with our call to glBindVertexArray(). Object binding like this is a very
common operation in OpenGL, but it may be immediately intuitive how
or why it works. When you bind an object for the first time (e.g., the first
time glBind*() is called for a particular object name), OpenGL will inter-
nally allocate the memory it needs and make that object current, which
means that any operations relevant to the bound object, like the vertex-
array object we're working with, will affect its state from that point on in
the program’s execution. After the first call to any glBind*() function, the
newly created object will be initialized to its default state and will usually
require some additional initialization to make it useful.

Think of binding an object like setting a track switch in a railroad yard.
Once a track switch has been set, all trains go down that set of tracks.
When the switch is set to another track, all trains will then travel that new
track. It is the same for OpenGL objects. Generally speaking, you will bind
an object in two situations: initially when you create and initialize the data
it will hold; and then every time you want to use it, and it’s not currently
bound. We'll see this situation when we discuss the display() routine,
where glBindVertexArray() is called the second time in the program.

Since our example is as minimal as possible, we don’t do some operations
that you might in larger programs. For example, once you're completed with
a vertex-array object, you can delete it by calling glDeleteVertexArrays().

void glDeleteVertexArrays(GLsizei n, GLuint *arrays);

Deletes the n vertex-arrays objects specified in arrays, enabling the names
for reuse as vertex arrays later. If a bound vertex array is deleted, the
bindings for that vertex array become zero (as if you had called
glBindBuffer() with a value of zero) and the default vertex array becomes
the current one. Unused names in arrays are released, but no changes to
the current vertex array state are made.

Finally, for completeness, you can also determine if a name is already been
reserved as a vertex-array object by calling glIsVertexArray().

GLboolean gllsVertexArray(GLuint array);

Returns GL_TRUE if array is the name of a vertex-array object that was
previously generated with glGenVertexArrays(), but has not been
subsequently deleted. Returns GL_FALSE if array is zero or a nonzero
value that is not the name of a vertex-array object.
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You'll find many similar routines of the form glDelete* and glIs* for all the
different types of object in OpenGL.

Allocating Vertex-Buffer Objects

A vertex-array object holds various data related to a collection of vertices.
Those data are stored in buffer objects and managed by the currently
bound vertex-array object. While there is only a single type of vertex-array
object, there are many types of objects, but not all of them specifically deal
with vertex data. As mentioned previously, a buffer object is memory that
the OpenGL server allocates and owns, and almost all data passed into
OpenGL is done by storing the data in a buffer object.

The sequence of initializing a vertex-buffer object is similar in flow to that
of creating a vertex-array object, with an added step to actually populate
the buffer with data.

To begin, you need to create some names for your vertex-buffer objects. As
you might expect, you'll call a function of the form glGen*; in this case,
glGenBuffers(). In our example, we allocate NumvBOs (short for “Vertex-
Buffer Objects”) into our array buffers. Here is the full description of
glGenBuffers().

void glGenBuffers(GLsizei n, GLuint *buffers);

Returns n currently unused names for buffer objects in the array buffers.
The names returned in buffers do not have to be a contiguous set of
integers.

The names returned are marked as used for the purposes of allocating
additional buffer objects, but only acquire a valid state once they have
been bound.

Zero is a reserved buffer object name and is never returned as a buffer
object by glGenBuffers().

Once you have allocated names for your buffers, you bring them into
existence by calling glBindBuffer(). Since there are many different types of
buffer objects in OpenGL, when we bind a buffer, we need to specity
which type we’d like it to be. In our example, since we're storing vertex
data into the buffer, we use GL_ARRAY_BUFFER. There are currently eight
types of buffer objects, which get used for various features in OpenGL. We
will discuss each type’s operation in the relevant sections later in the book.
Here is the full detail for glBindBuffer().
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void glBindBuffer(GLenum target, GLuint buffer);

Specifies the current active buffer object. target must be set to one of
GL_ARRAY_BUFFER, GL_ELEMENT_ARRAY_BUFFER,
GL_PIXEL_PACK_BUFFER, GL_PIXEL_UNPACK_BUFFER,
GL_COPY_READ_BUFFER, GL_COPY_WRITE_BUFFER,
GL_TRANSFORM_FEEDBACK_BUFFER, or GL_UNIFORM_BUFFER. buffer
specifies the buffer object to be bound to.

glBindBuffer() does three things: 1. When using buffer of an unsigned
integer other than zero for the first time, a new buffer object is created
and assigned that name. 2. When binding to a previously created buffer
object, that buffer object becomes the active buffer object. 3. When
binding to a buffer value of zero, OpenGL stops using buffer objects for
that target.

As with other objects, you can delete buffer objects with glDeleteBuffers().

void glDeleteBuffers(GLsizei n, const GLuint *buffers);

Deletes n buffer objects, named by elements in the array buffers. The
freed buffer objects may now be reused (for example, by glGenBuffers()).

If a buffer object is deleted while bound, all bindings to that object are
reset to the default buffer object, as if glBindBuffer() had been called
with zero as the specified buffer object. Attempts to delete nonexistent
buffer objects or the buffer object named zero are ignored without
generating an error.

You can query if an integer value is a buffer-object name with glisBuffer().

GLboolean glIsBuffer(GLuint buffer);

Returns GL_TRUE if buffer is the name of a buffer object that has been
bound, but has not been subsequently deleted. Returns GL_FALSE if
buffer is zero or if buffer is a nonzero value that is not the name of a buffer
object.
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Loading Data into a Buffer Object

After initializing our vertex-buffer object, we need to transfer the vertex
data from our objects into the buffer object. This is done by the
glBufferData() routine, which does dual duty: allocating storage for
holding the vertex data and copying the data from arrays in the
application to the OpenGL server’s memory.

As glBufferData() will be used many times in many different scenarios, it’s
worth discussing it in more detail here, although we will revisit its use
many times in this book. To begin, here’s the full description of
glBufferData().

void glBufferData(GLenum target, GLsizeiptr size,
const GLvoid *data, GLenum usage);

Allocates size storage units (usually bytes) of OpenGL server memory for
storing data or indices. Any previous data associated with the currently
bound object will be deleted.

target may be either GL_ARRAY_BUFFER for vertex attribute data;
GL_ELEMENT_ARRAY_BUFFER for index data;
GL_PIXEL_UNPACK_BUFFER for pixel data being passed into OpenGL;
GL_PIXEL_PACK_BUFFER for pixel data being retrieved from
OpenGLGL_COPY_READ_BUFFER and GL_COPY_WRITE_BUFFER for
data copied between buffers; GL_TEXTURE_BUFFER for texture data
stored as a texture buffer; GL_TRANSFORM_FEEDBACK_BUFFER for
results from executing a transform feedback shader; or
GL_UNIFORM_BUFFER for uniform variable values.

size is the amount of storage required for storing the respective data. This
value is generally number of elements in the data multiplied by their
respective storage size.

data is either a pointer to a client memory that is used to initialize the
buffer object or NULL. If a valid pointer is passed, size units of storage are
copied from the client to the server. If NULL is passed, size units of
storage are reserved for use but are left uninitialized.

usage provides a hint as to how the data will be read and written after
allocation. Valid values are GL_STREAM_DRAW, GL_STREAM_READ,
GL_STREAM_COPY, GL_STATIC_DRAW, GL_STATIC_READ,
GL_STATIC_COPY, GL_DYNAMIC_DRAW, GL_DYNAMIC_READ,
GL_DYNAMIC_COPY.
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glBufferData() will generate a GL_OUT_OF_MEMORY error if the
requested size exceeds what the server is able to allocate. It will generate a
GL_INVALID_VALUE error if usage is not one of the permitted values.

We know that was a lot to see at one time, but you will use this function so
much that it’s good to make it easy to find at the beginning of the book.

For our example, our call to glBufferData() is very straightforward. Our
vertex data is stored in the array vertices. While we've statically allo-
cated it in our example, you might read these values from a file containing
a model, or generate the values algorithmically. Since our data is vertex-
attribute data, we’ll make this buffer a GL_ARRAY_BUFFER by specifying
that value as the first parameter. We also need to specify the size of
memory to be allocated (in bytes), so we merely compute

sizeof (vertices) which does all the heavy lifting. Finally, we need to
specify how the data will be used by OpenGL. Since this data will be used
for drawing geometry, and won't change for the life of the program, we
choose GL_STATIC_DRAW for glBufferData()’s usage parameter.

There are a lot of options for usage, which we describe in detail in
Chapter 3.

If you look at the values in the vertices array, you'll note they are all in
the range [—1, 1] in both x and y. In reality, OpenGL only knows how to
draw geometric primitives into coordinate space. In fact, that range of
coordinates are known as normalized-device coordinates (commonly called
NDCs). While that may sound like a limitation, it’s really none at all.
Chapter 5 will discuss all the mathematics required to take the most
complex objects in a three-dimensional space, and map them into
normalized-device coordinates. We used NDCs here to simplify the
example, but in reality, you will almost always use more complex
coordinate spaces.

At this point, we've successfully created a vertex-array object and popu-
lated its buffer objects. Next, we need to set up the shaders that our appli-
cation will use.

Initializing Our Vertex and Fragment Shaders

Every OpenGL program that wants to use OpenGL Version 3.1 or greater
must provide at least two shaders: a vertex shader and a fragment shader.
In our example, we do that by using our helper function LoadShaders(),
which takes an array of ShaderInfo structures (all of the details for this
structure are included in the LoadShaders.h header file).
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For an OpenGL programmer (at this point), a shader is a small function
written in the OpenGL Shading Language (OpenGL Shading Language
(GLSL)), a special language very similar to C++ for constructing OpenGL
shaders. GLSL is used for all shaders in OpenGL, although not every
teature in GLSL is usable in every OpenGL shader stage. You provide your
GLSL shader to OpenGL as a string of characters. To simplify our examples,
and to make it easier for you to experiment with shaders, we store our
shader strings in files, and use LoadShaders() to take care of reading the
tiles and creating our OpenGL shader programs. The gory details of
working with OpenGL shaders are discussed in detail in Chapter 2.

To gain an appreciation of shaders, we need to show you some without
going into full detail of every nuance. There’s the entire rest of the book
for all of the GLSL details, so right now, we'll suffice with showing our
vertex shader in Example 1.2.

Example 1.2 Vertex Shader for triangles.cpp: triangles.vert

#version 430 core
layout (location = 0) in wvec4d vPosition;

void
main ()
{

gl_Position = vPosition;

}

Yes; that’s all there is. In fact, this is an example of a pass-through shader
we eluded to earlier. It only copies input data to output data. That said,
there is a lot to discuss here.

The first line: “#version 430 core” specifies which version of the OpenGL
Shading Language we want to use. The “430" here indicates that we want
to use the version of GLSL associated with OpenGL Version 4.3. The
naming scheme of GLSL versions based on OpenGL versions works back to
Version 3.3. In versions of OpenGL before that, the version numbers
incremented differently (the details are in Chapter 2). The “core” relates to
wanting to use OpenGL'’s core profile, which corresponds with our request
to GLUT when we called glutlnitContextProfile(). Every shader should
have a “#version” line at its start, otherwise version “110” is assumed,
which is incompatible with OpenGL's core profile versions. We're going to
stick to shaders declaring version 330 or above, depending on what
teatures the shaders use; you get a bit more portability by not using the
most recent version number, unless you need the most recent features.

Next, we allocate a shader variable. Shader variables are a shader’s
connection to the outside world. That is, a shader doesn’t know where its
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data comes from; it merely sees its input variables populated with data
every time it executes. It’s our responsibility to connect the shader plumb-
ing (this is our term, but you'll see why it makes sense) so that data in your
application can flow into and between the various OpenGL shader stages.

In our simple example, we have one input variable named vPosition,
which you can determine by the “in”’ on its declaration line. In fact, there’s
a lot going on in this one line.

layout (location = 0) in wvec4d vPosition;

It’s easier to parse the line from right to left.

e vPosition is, of course, the name of the variable. We’ll use the
convention of prefixing a vertex attribute with the letter “v”. So, in this
case, this variable will hold a vertex’s positional information.

e Next, you see vec4, which is vPositions type. In this case, it’s a GLSL
4-component vector of floating-point values. There are many data
types in GLSL, that we'll discuss in Chapter 2.

You may have noticed that when we specified the data for each vertex
in Example 1.1 we only specified two coordinates, but in our vertex
shader, we use a vec4. Where do the other two coordinates come
from? OpenGL will automatically fill in any missing coordinates with
default values. The default value for a vec4 is (0,0,0,1), so if we only
specify the x- and y-coordinates, the other values (z and w), are
assigned O and 1 respectively.

e Preceding the type is the in we mentioned before, which specifies
which direction data flows into the shader. If you're wondering if there
might be an out; yes, you're right. We don’t show that here, but will
soon.

e Finally, the layout (location = 0) partis called a layout qualifier,
and provides meta-data for our variable declaration. There are many
options that can be set with a layout qualifier, some of which are
shader-stage specific.

In this case, we just set vPosition attribute location to zero. We'll use
that information in conjunction with the last two routines in init().

Finally, the core of the shader is defined in its main() routine. Every shader
in OpenGL, regardless of which shader stage its used for, will have a
main() routine. For this shader, all it does is copy the input vertex position
to the special vertex-shader output gl_Position. You'll soon see there are
several shader variables provided by OpenGL that you'll use, and they all
begin with the g1_ prefix.
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Similarly, we need a fragment shader to accompany our vertex shader.
Here’s the one for our example, shown in Example 1.3.

Example 1.3 Fragment Shader for triangles.cpp: triangles.frag
#version 430 core
out vec4 fColor;

void
main ()

{
fColor = vec4 (0.0, 0.0, 1.0, 1.0);

}

Hopefully, much of this looks very familiar, even if it's an entirely different
type of shader. We have the version string, a variable declaration, and our
main() routine. There are a few differences, but as you'll find, almost all
shaders will have this structure.

The highlights of our fragment shader are as follows:

e The variable declaration for £Color. If you guessed that there was an
out qualifier, you were right! In this case, the shader will output values
through fColor, which is the fragment’s color (hence the choice of “f”
as a prefix).

e Assigning the fragment’s color. In this case, each fragment is assigned
this vector of four values. In OpenGL, colors are represented in what's
called the RGB color space, with each color component (“R” for red, “G"”
for green, and “B” for blue) ranging from [0, 1]. The observant reader is
probably asking “Um, but there are four numbers there”. Indeed,
OpenGL really uses an RGBA color space, with the fourth color not
really being a color at all. It’s for a value called alpha, which is really a
measure of translucency. We'll discuss it in detail in Chapter 4, but for
now, we'll set it to 1.0, which indicates the color is fully opaque.

Fragment shaders are immensely powerful, and there will be many
techniques that we can do with them.

We're almost done with our initialization routine. The final two routines in
init() deal specifically with associating variables in a vertex shader with
data that we've stored in a buffer object. This is exactly what we mean by
shader plumbing, in that you need to connect conduits between the
application and a shader, and as we'll see, between various shader stages.

To associate data going into our vertex shader, which is the entrance all
vertex data take to get processed by OpenGL, we need to connect our
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shader “in’’ variables to a vertex-attribute array, and we do that with the
glVertexAttribPointer() routine.

void glVertexAttribPointer(GLuint index, GLint size,
GLenum type, GLboolean normalized,
GLsizei stride, const GLvoid *pointer);

Specifies where the data values for index (shader attribute location) can be
accessed. pointer is the offset from the start of the buffer object (assuming
zero-based addressing) in basic-machine units (i.e., bytes) for the first set
of values in the array. size represents the number of components to be
updated per vertex, and can be either 1, 2, 3, 4, or GL_BGRA. type
specifies the data type (GL_BYTE, GL_UNSIGNED_BYTE, GL_SHORT,
GL_UNSIGNED_SHORT, GL_INT, GL_UNSIGNED_INT, GL_FIXED,
GL_HALF_FLOAT, GL_FLOAT, or GL_DOUBLE) of each element in the
array. normalized indicates that the vertex data should be normalized
before being stored (in the same manner as glVertexAttribFourN*()).
stride is the byte offset between consecutive elements in the array. If stride
is zero, the data is assumed to be tightly packed.

While that may seem like a lot of things to figure out, it’s because
glVertexAttribPointer() is a very flexible command. As long as your data
is regularly organized in memory (i.e., it’s in a contiguous array, and not
in some other node-based container like a linked list), you can use
glVertexAttribPointer() to tell OpenGL how to retrieve data from that
memory. In our case, vertices has all the information we need. Table 1.2
works through glVertexAttribPointer()’s parameters.

Table 1.2 Example of Determining Parameters for
glVertexAttribPointer()

Parameter Value Explanation
Name
index 0 This is the location value for the respective

vertex shader input variable—vPosition
in our case. This value can be specified by
the shader directly using the layout
qualifier, or determined after compilation
of the shader.

size 2 This is the number of values for each
vertex in our array. vertices was
allocated to have NumVertices
elements, each with two values.

type GL_FLOAT The enumerated value for the GLfloat type.

Chapter 1: Introduction to OpenGL



Parameter Value Explanation
Name

normalized GL_FALSE We set this to GL_FALSE for two reasons:
First, and most importantly, because
positional coordinates values can basically
take on any value, so we don’t want them
constrained to the range [—1, 1]; and
second, the values are not integer types
(e.g., GLint, or GLshort).

stride 0 As our data are “tightly packed”’, which
implies that one set of data values is
immediately contiguous in memory to the
next, we can use the value zero.

pointer BUFFER_OFFSET(0) We set this to zero because our data starts

at the first byte (address zero) of our buffer
object.

Hopefully that explanation of how we arrived at the parameters will help
you determine the necessary values for your own data structures. We will
have plenty more examples of using glVertexAttribPointer().

One additional technique we use is using our BUFFER_OFFSET macro in
glVertexAttribPointer() to specify the offset. There’s nothing special about
our macro; here’s its definition.

#define BUFFER_OFFSET (offset) ((void =*) (offset))

While there a long history of OpenGL lore on why one might do this,? we
use this macro to make the point that we're specifying an offset into a
buffer object, rather than a pointer to a block of memory as
glVertexAttribPointer()’s prototype would suggest.

At this point, we have one task left to do in init(), which is to enable our
vertex-attribute array. We do this by calling glEnableVertexAttribArray()
and passing the index of the attribute array pointer we initialized by
calling glVertexAttribPointer(). The full details for
glEnableVertexAttribArray() are provided below.

2. In previous versions of OpenGL (prior to Version 3.1) vertex-attribute data was permitted to
be stored in application memory, as compared to GPU buffer objects, so pointers made sense
in that respect.
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void glEnableVertexAttribArray(GLuint index);
void glDisableVertexAttribArray(GLuint index);

Specifies that the vertex array associated with variable index be
enabled or disabled. index must be a value between zero and
GL_MAX_VERTEX_ATTRIBS — 1.

Now, all that’s left is to draw something.

Our First OpenGL Rendering

With all that setup and data initialization, rendering (for the moment) will
be very simple. While our display() routine is only four lines long, its
sequence of operations is virtually the same in all OpenGL applications.
Here it is once again.

void

display (void)

{
glClear (GL_COLOR_BUFFER_BIT) ;

glBindVertexArray (VAOs [Triangles]) ;
glDrawArrays (GL_TRIANGLES, 0, NumVertices);

glFlush () ;
}

First, we begin rendering by clearing our framebuffer. This is done by
calling glClear().

void glClear(GLbitfield mask);

Clears the specified buffers to their current clearing values. The mask
argument is a bitwise logical OR combination of the values listed in
Table 1.3.

Table 1.3 Clearing Buffers

Buffer Name

Color Buffer GL_COLOR_BUFFER_BIT
Depth Buffer GL_DEPTH_BUFFER_BIT
Stencil Buffer =~ GL_STENCIL_BUFFER_BIT
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We discuss depth and stencil buffering, as well as an expanded discussion
of color in Chapter 4, “Color, Pixels, and Framebuffers”.

You may be asking yourself how we set the color that glClear() should use.
In this first program, we used OpenGL’s default clearing color, which is
black. To change the clear color, call glClearColor().

void glClearColor(GLclampf red, GLclampf green, GLclampf blue,
GLclampf alpha);

Sets the current clear color for use in clearing color buffers in RGBA mode.
(See Chapter 4 for more information on RGBA mode.) The red, green,
blue, and alpha values are clamped if necessary to the range [0, 1]. The
default clear color is (0,0,0,0), which is the RGBA representation of black.

The clear color is an example of OpenGL state, which are values that
OpenGL retains in its context. OpenGL has a large collection of state
variables (which is fully described in Appendix D), all of which is initialized
to default values when a context is created. Since OpenGL retains any state
changes you update, you can reduce the number of times you set values.

Using the clear color as an example, let’s say you always want to

clear the background of the viewport to white. You would call
glClearColor(l, 1, 1, 1).Butwhereshould you make this function
call? Of course, you could set the value right before you call glClear() in
display(), but all but the first call would be redundant—OpenGL would be
changing the clear color from white to white each time you rendered. A
more efficient solution would be to set the clear color in init(). In fact, this
is the technique we use to minimize redundant state changes; any values
that will be constant over the execution of a program are set in init(). Of
course, there’s no harm in making redundant calls; it may just make your
application execute slower.

Try This

Add a call to glClearColor() into triangles.cpp.

Drawing with OpenGL

Our next two calls select the collection of vertices we want to draw and
request that they be rendered. We first call glBindVertexArray() to select
the vertex array that we want to use as vertex data. As mentioned before,
you would do this to switch between different collections of vertex data.
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Next, we call glDrawArrays(), which actually sends vertex data to the
OpenGL pipeline.

void glDrawArrays(GLenum mode, GLint first, GLsizei count);

Constructs a sequence of geometric primitives using the elements from
the currently bound vertex array starting at first and ending at

first + count — 1. mode specifies what kinds of primitives are constructed
and is one of GL_POINTS, GL_LINES, GL_LINE_STRIP, GL_LINE_LOOP,
GL_TRIANGLES, GL_TRIANGLE_STRIP, GL_TRIANGLE_FAN, and
GL_PATCHES.

In our example, we request that individual triangles are rendered by
setting the rendering mode to GL_TRIANGLES, starting at offset zero with
respect to the buffer offset we set with glVertexAttribPointer(), and
continuing for NumVertices (in our case, 6) vertices. We describe all of
the rendering shapes in detail in Chapter 3.

Try This

Modify triangles.cpp to render a different type of geometric
primitive, like GL_POINTS or GL_LINES. Any of the above listed
primitives can be used, but some of the results may not be
what you expect, and for GL_PATCHES, you won't see anything
as it requires use of tessellation shaders, which we discuss in
Chapter 9.

Finally, the last call in display() is glFlush(), which requests that any
pending OpenGL calls are flushed to the OpenGL server and processed.
Very soon, we'll replace glFlush() with a command that aids in smooth
animation, but that requires a bit more setup than we do in our first
example.

void glFlush(void);

Forces previously issued OpenGL commands to begin execution, thus
guaranteeing that they complete in finite time.

Advanced

At some point in your OpenGL programming career, you'll be asked (or ask
yourself), “How much time did that take?”, where “that” may be the time
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to render an object, draw a full scene, or any other operations that
OpenGL might do. In order to do that accurately, you need to know when
OpenGL is completed with whatever operations you want to measure.

While the aforementioned command, glFlush(), may sound like the right
answetr, it’s not. In particular, glFlush() merely requests all pending
commands be sent to the OpenGL server, and then it returns immediately—
it doesn’t wait until everything pending is completed, which is really

what you want. To do that, you need to use the glFinish() function, which
waits until all OpenGL operations in flight are done, and then returns.

void glFinish(void);

Forces the completion of all pending OpenGL commands and waits for
their completion.

Note: Only use glFinish() while you're developing your application—
remove calls to it once you've completed development. While it’s
useful for determining the performance of a set of OpenGL
commands, it generally harms the overall performance of your
program.

Enabling and Disabling Operations in OpenGL

One important feature that we didn’t need to use in our first program, but
will use throughout this book, is enabling and disabling modes of opera-
tion in OpenGL. Most operational features are turned on and off by the
glEnable() and glDisable() commands.

void glEnable(GLenum capability);
void glDisable(GLenum capability);

glEnable() turns on a capability and glDisable() turns it off. There are
numerous enumerated values that can be passed as parameters to
glEnable() or glDisable(). Examples include GL_DEPTH_TEST for
turning on and off depth testing; GL_BLEND to control blending and
GL_RASTERIZER_DISCARD for advanced rendering control while doing
transform feedback.

You may often find, particularly if you have to write libraries that use
OpenGL that will be used by other programmers, that you need to
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determine a feature’s state before changing for your own needs.
gllsEnabled() will return if a particular capability is currently enabled.

GLboolean glIsEnabled(GLenum capability);

Returns GL_TRUE or GL_FALSE, depending on whether or not the
queried capability is currently activated.
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Chapter 2

Shader Fundamentals

Chapter Objectives

After reading this chapter, you'll be able to do the following:

e Identify the various types of shaders that OpenGL uses to create images.
e Construct and compile shaders using the OpenGL Shading Language.

e Dass data into shaders using a variety of mechanisms available in
OpenGL.

e Employ advanced GLSL shading capabilities to make shaders more
reusable.
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This chapter introduces how to use programmable shaders with OpenGL.
Along the way, we describe the OpenGL Shading Language (commonly
called GLSL), and detail how shaders will influence your OpenGL
applications.

This chapter contains the following major sections:

e “Shaders and OpenGL" discusses programmable graphics shaders in
the context of OpenGL applications.

e “OpenGLs Programmable Pipeline” details each stage of the OpenGL
programmable pipeline.

e “An Overview of the OpenGL Shading Language’’ introduces the
OpenGL Shading Language.

e ‘“Interface Blocks”’ shows how to organize shader variables shared with
the application or between stages.

e “Compiling Shaders” describes the process of converting GLSL shaders
into programmable shader programs usable in your OpenGL
application.

e ‘“Shader Subroutines” discusses a method to increase the usability of
shaders by allowing them to select execution routines without
recompiling shaders.

e ‘“Separate Shader Objects” details how to composite elements from
multiple shaders into a single, configurable graphics pipeline.

Shaders and OpenGL

The modern OpenGL rendering pipeline relies very heavily on using shaders
to process the data you pass to it. About the only rendering you can do
with OpenGL without shaders is clearing a window, which should give you
a feel for how important they are when using OpenGL. Versions of OpenGL
before (and including) Version 3.0, or those using a compatibility-profile
context, include a fixed-function pipeline that processes geometric and pixel
data for you, without shaders. Starting with Version 3.1, the fixed-function
pipeline was removed from the core profile, and shaders became mandatory.

Shaders, whether for OpenGL or any other graphics API, are usually
written in a specialized programming language. For OpenGL, we use GLSL,
the OpenGL Shading Language, which has been around since OpenGL
Version 2.0 (and before as extensions). It has evolved along with OpenGL,
usually being updated with each new version of OpenGL. While GLSL is a
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programming language specially designed for graphics, you'll find it’s very
similar to the “C’ language, with a little C++ mixed in.

In this chapter, we'll describe how to write shaders, gradually introducing
GLSL along the way, discuss compiling and integrating shaders into your
application, and how data in your application passes between the various
shaders.

OpenGL’s Programmable Pipeline

While Chapter 1 provided a brief introduction to OpenGL’s rendering
pipeline, here we’ll describe in greater detail the various stages and what
operations they carry out. Version 4.3’s graphical pipeline contains four
processing stages, plus a compute stage, each of which you control by
providing a shader.

1. The Vertex shading stage receives the vertex data that you specified in
your vertex-buffer objects, processing each vertex separately. This
stage is mandatory for all OpenGL programs and must have a shader
bound to it. We describe vertex shading operation in Chapter 3,
“Drawing with OpenGL".

2. The Tessellation shading stage is an optional stage that generates addi-
tional geometry within the OpenGL pipeline, as compared to having
the application specify each geometric primitive explicitly. This stage,
if activated, receives the output of the vertex shading stage, and does
further processing of the received vertices. We describe the tessellation
shading stage in Chapter 9, “Tessellation Shaders”".

3. The Geometry shading stage is another optional stage that can modity
entire geometric primitives within the OpenGL pipeline. This stage
operates on individual geometric primitives allowing each to be
modified. In this stage, you might generate more geometry from the
input primitive, change the type of geometric primitive (e.g., con-
verting triangles to lines), or discarding the geometry altogether. If
activated, geometry shading receives its input either after vertex
shading has completed processing the vertices of a geometric primi-
tive, or from the primitives generated from the tessellation shading
stage, if it’s been enabled. The geometry shading stage is described in
Chapter 10, “Geometry Shaders”".

4. Finally, the last part of the OpenGL shading pipeline is the Fragment
shading stage. This stage processes the individual fragments (or samples,
if sample-shading mode is enabled) generated by OpenGL’s rasterizer,
and also must have a shader bound to it. In this stage, a fragment’s
color and depth values are computed, and then sent for further
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processing in the fragment-testing and blending parts of the pipeline.
Fragment shading operation is discussed in many sections of the text.

5. The Compute shading stage is not part of the graphical pipeline as the
stages above, but rather stands on its own as the only stage in a
program. A compute shader processes generic work items, driven by an
application-chosen range, rather than by graphical inputs like vertices
and fragments. Compute shaders can process buffers created and
consumed by other shader programs in your application. This includes
framebuffer post-processing effects, or really anything you want.
Compute shaders are described in Chapter 12, “Compute Shaders"’.

An important concept to understand in general is how data flows

between the shading stages. Shaders, like you saw in Chapter 1, are like

a function call—data are passed in, processed, and passed back out. In “C”,
for example, this can either be done using global variables, or arguments
to the function. GLSL is a little different. Fach shader looks a complete
“C” program, in that its entry point is a function named main(). Unlike
“C”, GLSL's main() doesn’t take any arguments, but rather all data going
into and out of a shader stage are passed using special global variables

in the shader (please don't confuse them with global variables in your
application—shader variables are entirely separate than the variables you've
declared in your application code). For example, take a look at Example 2.1.

Example 2.1 A Simple Vertex Shader

#version 330 core

in vec4 vPosition;
in vecd4d vColor;

out vec4d color;
uniform mat4d ModelViewProjectionMatrix;

void
main ()
{
color = vColor;
gl_Position = ModelViewProjectionMatrix * vPosition;

3

Even though that’s a very short shader, therere a lot of things to take note
of. Regardless of which shading stage you're programming for, shaders will
generally have the same structure as this one. This includes starting with a
declaration of the version using #version.

First, notice the global variables. Those are the inputs and outputs
OpenGL uses to pass data through the shader. Aside from each variable
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having a type (e.g., vec4, which we’ll get into more momentarily), data is
copied into the shader from OpenGL through the in variables, and
likewise, copied out of the shader through the out variables. The values in
those variables are updated every time OpenGL executes the shader (e.g., if
OpenGL is processing vertices, then new values are passed through those
variables for each vertex; when processing fragments, then for each
fragment). The other category of variable that’s available to receive data
from an OpenGL application are uniformvariables. Uniform values don’t
change per vertex or fragment, but rather have the same value across
geometric primitives, until the application updates them.

An Overview of the OpenGL Shading Language

This section provides an overview of the shading language used within
OpenGL. GLSL shares many traits with C++ and Java, and is used for
authoring shaders for all the stages supported in OpenGL, although certain
teatures are only available for particular types of shaders. We will first
describe GLSL's requirements, types, and other language constructs that
are shared between the various shader stages, and then discuss the features
unique to each type of shader.

Creating Shaders with GLSL

The Starting Point

A shader program, just like a “C"’ program, starts execution in main().
Every GLSL shader program begins life as follows:

#version 330 core

void
main ()

{

// Your code goes here

}

The // construct is a comment and terminates at the end of the current line,
just like in “C". Additionally, “C”-type, multiline comments—the /« and «/
type—are also supported. However, unlike ANSI “C”, main() does not return
an integer value; it is declared void. Also, as with “C’" and its derivative
languages, statements are terminated with a semicolon. While this is a
perfectly legal GLSL program that compiles and even runs, its functionality
leaves something to be desired. To add a little more excitement to our
shaders, we'll continue by describing variables and their operation.
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Declaring Variables

GLSL is a typed language; every variable must be declared and have an
associated type. Variable names conform to the same rules as those for
“C': you can use letters, numbers, and the underscore character () to
compose variable names. However, neither a digit nor an underscore can
be the first character in a variable name. Similarly, variable names cannot
contain consecutive underscores—those names are reserved in GLSL.

Table 2.1 shows the basic types available in GLSL.

Table 2.1 Basic Data Types in GLSL

Type Description

float IEEE 32-bit floating-point value

double IEEE 64-bit floating-point value

int signed two’s-complement 32-bit integer value
uint unsigned 32-bit integer value

bool Boolean value

These types (and later, aggregate types composed of these) are all
transparent. That is, their internal form is exposed and the shader code
gets to assume what they look like internally.

An additional set of types, the opaque types, do not have their internal
form exposed. These include sampler types, image types, and atomic
counter types. They declare variables used as opaque handles for accessing
texture maps, images, and atomic counters as described in Chapter 4,
“Color, Pixels, and Framebuffers”.

The various types of samplers and their uses are discussed in Chapter 6,
“Textures”.

Variable Scoping

While all variables must be declared, they may be declared any time before
their use (just as in C++, where they must be the first statements in a block
of code). The scoping rules of GLSL, which closely parallel those of C++ are
as follows:

e Variables declared outside of any function definition have global scope
and are visible to all subsequent functions within the shader program.

e Variables declared within a set of curly braces (e.g., function definition,
block following a loop or “if”’ statement, and so on) exist within the
scope of those braces only.
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e Loop iteration variables, such as i in the loop

for (int 1 = 0; i < 10; ++1) {
// loop body
}

are only scoped for the body of the loop.

Variable Initialization

Variables may also be initialized when declared. For example:

int i, numParticles = 1500;
float force, g = —9.8;
bool falling = true;

double pi = 3.1415926535897932384626LF;

Integer literal constants may be expressed as octal, decimal, or hexadecimal
values. An optional minus sign before a numeric value negates the
constant, and a trailing ‘“u”’ or “U” denotes an unsigned integer value.
Floating-point literals must include a decimal point, unless described in
scientific format, e.g., 3E-7. (However, there are many situations where an
integer literal will be implicitly converted to a floating-point value.)
Additionally, they may optionally include an “f”" or “F” suffix as in “C” on
a float literal. You must include a suffix of “IF”” or “LF" to make a literal
have the precision of a double.

Boolean values are either true or £alse, and can be initialized to either
of those values or as the result of an operation that resolves to a Boolean
expression.

Constructors

As mentioned, GLSL is more type safe than C++; having fewer implicit
conversion between values. For example,

int £ = false;

will result in a compilation error due to assigning a Boolean value to an
integer variable. Types will be implicitly converted as shown in Table 2.2.

Table 2.2 Implicit Conversions in GLSL

Type Needed Can Be Implicitly Converted From
uint int

float int, uint

double int, uint, float
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The above type conversions work for scalars, vectors, and matrices of these
types. Conversions will never change whether something is a vector or a
matrix, or how many components they have. Conversions also don't
apply to arrays or structures.

Any other conversion of values requires explicit conversion using a
conversion constructor. A constructor, as in other languages like C++, is a
function with the same name as a type, which returns a value of that type.
For example,

float £ = 10.0;
int ten = int(f);

uses an int conversion constructor to do the conversion. Likewise, the
other types also have conversion constructors: £loat, double, uint,
bool, and vectors and matrices of these types. Each accepts multiple other
types to explicitly convert from. These functions also illustrate another
feature of GLSL: function overloading, whereby each function takes various
input types, but all use the same base function name. We will discuss more
on functions in a bit.

Aggregate Types

GLSL's basic types can be combined to better match core OpenGL’s data
values and to ease computational operations.

First, GLSL supports vectors of two, three, or four components for each of
the basic types of bool, int, uint, £loat, and double. Also, matrices of
float and double are available. Table 2.3 lists the valid vector and
matrix types.

Table 2.3 GLSL Vector and Matrix Types

Base Type 2D vec 3D vec 4D vec Matrix Types
mat2 mat3 mat4
mat2x2 mat2x3 mat2x4
float veez vees vecd mat3x2 mat3x3 mat3x4
mat4x2 mat4x3 mat4x4
dmat2 dmat3 dmat4

dmat2x2 dmat2x3 dmat2x4

double dvec2 dvec3 dvec4 dmat3x2 dmat3x3 dmat3xd
dmat4x2 dmat4x3 dmat4x4

int ivec2 ivec3 ivec4 —

uint uvec2 uvec3 uvec4 —

bool bvec2 bvec3 bvec4 -
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Matrix types that list both dimensions, such as mat4x3, use the first value
to specify the number of columns, the second the number of rows.

Variables declared with these types can be initialized similar to their scalar
counterparts:

vec3 velocity = vec3(0.0, 2.0, 3.0);

and converting between types is equally accessible:
ivec3 steps = ivec3 (velocity);

Vector constructors can also be used to truncate or lengthen a vector. If a
longer vector is passed into the constructor of a smaller vector, the vector
is truncated to the appropriate length.

vec4 color;

vec3 RGB = vec3(color); // now RGB only has three elements

Likewise, vectors are lengthened in somewhat the same manner. Scalar
values can be promoted to vectors, as in
vec3 white = vec3(1.0); // white = (1.0, 1.0, 1.0)
vecd translucent = vec4d(white, 0.5);

Matrices are constructed in the same manner and can be initialized to
either a diagonal matrix or a fully populated matrix. In the case of
diagonal matrices, a single value is passed into the constructor, and the
diagonal elements of the matrix are set to that value, with all others being
set to zero, as in

40 00 00
m =mat3(4.0)= |00 4.0 0.0
0.0 0.0 4.0

Matrices can also be created by specifying the value of every element in the
matrix in the constructor. Values can be specified by combinations of
scalars and vectors, as long as enough values are provided, and each
column is specified in the same manner. Additionally, matrices are
specified in column-major order, meaning the values are used to populate
columns before rows (which is the opposite of how “C” initializes
two-dimensional arrays).

For example, we could initialize a 3 x 3 matrix in any of the following
ways:

mat3 M = mat3(
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vec3 columnl = vec3 (1.0, 2.0, 3.0);
vec3 column2 = vec3(4.0, 5.0, 6.0);
vec3 column3 = wvec3 (7.0, 8.0, 9.0);

mat3 M = mat3 (columnl, column2, column3);

Oor even
vec2 columnl = vec2(1.0, 2.0);
vec2 column2 = vec2(4.0, 5.0);
vec2 column3 = vec2 (7.0, 8.0);
mat3 M = mat3 (columnl, 3.0,
column2, 6.0,
column3, 9.0);
all yielding the same matrix
1.0 40 7.0
20 50 8.0
3.0 60 9.0

Accessing Elements in Vectors and Matrices

The individual elements of vectors and matrices can be accessed and
assigned. Vectors support two types of element access: a
named-component method and an array-like method. Matrices use a
two-dimensional, array-like method.

Components of a vector can be accessed by name, as in

float red = color.r;
float v_y = velocity.y;

or by using a zero-based index scheme. The following yield identical
results to the above:

float red = color[0];
float v_y = velocity[1l];

In fact, as shown in Table 2.4, there are three sets of component names, all
of which do the same thing. The multiple sets are useful for clarifying the
operations that you're doing.
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Table 2.4 Vector Component Accessors

Component Accessors Description

(x,y,z,w) components associated with positions

(r,8,b,a) components associated with colors

(s,t,p,q) components associated with texture coordinates

A common use for component-wise access to vectors is for swizzling
components, as you might do with colors, perhaps for color space
conversion. For example, you could do the following to specify a
luminance value based on the red component of an input color:

vec3 luminance = color.rrr;

Likewise, if you needed to move components around in a vector, you
might do:

color = color.abgr; // reverse the components of a color

The only restriction is that only one set of components can be used with a
variable in one statement. That is, you can’t do:

vecd color = otherColor.rgz; // Error: "z" is from a different group

Also, a compile-time error will be raised if you attempt to access an
element that’s outside the range of the type. For example,

vec2 pos;

float zPos = pos.z; // Error: no "z" component in 2D vectors

Matrix elements can be accessed using the array notation. Either a single
scalar value or an array of elements can be accessed from a matrix:

mat4d m = mat4(2.0);
vecd zVec = m[2]; // get column 2 of the matrix

float yScale = m[1][1]; // or m[l].y works as well

Structures

You can also logically group collections of different types into a structure.
Structures are convenient for passing groups of associated data into
functions. When a structure is defined, it automatically creates a new type,
and implicitly defines a constructor function that takes the types of the
elements of the structure as parameters.
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struct Particle {
float lifetime;
vec3 position;
vec3 velocity;
Y

Particle p = Particle(10.0, pos, vel); // pos, vel are vec3s

Likewise, to reference elements of a structure, use the familiar “dot”
notation as you would in “C"".

Arrays

GLSL also supports arrays of any type, including structures. As with “C”,
arrays are indexed using brackets ([ ]). The range of elements in an array of
sizenis 0...n— 1. Unlike “C”, however, neither negative array indices nor
positive indices out of range are permitted. As of GLSL 4.3, arrays can be
made out of arrays, providing a way to handle multidimensional data.
However, GLSL 4.2 and earlier versions do not allow arrays of arrays to be
created (that is, you cannot create a multidimensional array).

Arrays can be declared sized or unsized. You might use an unsized array as
a forward declaration of an array variable and later redeclare it to the
appropriate size. Array declarations use the bracket notation, as in:

float coeff[3]; // an array of 3 floats
float[3] coeff; // same thing
int indices[]; // unsized. Redeclare later with a size

Arrays are first-class types in GLSL, meaning they have constructors and
can be used as function parameters and return types. To statically initialize
an array of values, you would use a constructor in the following manner:

float coeff[3] = float[3](2.38, 3.14, 42.0);
The dimension value on the constructor is optional.

Additionally, similar to Java, GLSL arrays have an implicit method for
reporting their number of elements: the length() method. If you would
like to operate on all the values in an array, here is an example using the
length() method:

for (int i = 0; i < coeff.length(); ++i) {

coeff[i] x= 2.0;

}
The length() method also works on vectors and matrices. A vector’s length
is the number of components it contains, while a matrix’s length is the
number of columns it contains. This is exactly what you need when using
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array syntax for indexing vectors and matrices (m[2] is the third column
of a matrix m).

mat3x4 m;

int ¢ = m.length(); // number of columns in m: 3

int r = m[0].length(); // number of components in column vector 0: 4

When the length is known at compile time, the length() method will
return a compile-time constant that can be used where compile-time
constants are required. For example:

mat4 m;
float diagonal[m.length()]; // array of size matching the matrix size
float x[gl_in.length()]; // array of size matching the number of

// geometry shader input vertices

For all vectors and matrices, and most arrays, length() is known at compile
time. However for some arrays, length() is not known until link time. This
happens when relying on the linker to deduce the size from multiple
shaders in the same stage. For shader storage buffer objects (declared with
buffer, as described shortly), length() might not be known until render
time. If you want a compile-time constant returned from length(), just
make sure you establish the array size in your shader before using the
length() method.

Multidimensional arrays are really arrays made from arrays and have a
syntax similar to “C"":

float coeff[3][5]; // an array of size 3 of arrays of size 5
coeff[2][1] *= 2.0; // inner-dimension index is 1, outer is 2
coeff.length() ; // this returns the constant 3

coeff[2]; // a one-dimensional array of size 5
coeff[2].length() ; // this returns the constant 5

Multidimensional arrays can be formed in this way for virtually any type
and resource. When shared with the application, the inner-most
(right-most) dimension changes the fastest in the memory layout.

Storage Qualifiers
Types can also have modifiers that affect their behavior. There are four

modifiers defined in GLSL, as shown in Table 2.5, with their behaviors at
global scope.
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Table 2.5 GLSL Type Modifiers

Type Modifier Description

const Labels a variable as a read-only. It will also be a compile-time
constant if its initializer is a compile-time constant.

in Specifies that the variable is an input to the shader stage.

out Specifies that the variable is an output from a shader stage.

uniform Specifies that the value is passed to the shader from the
application and is constant across a given primitive.

buffer Specifies read-write memory shared with the application. This
memory is also referred to as a shader storage buffer.

shared Specifies that the variables are shared within a local work group.

This is only used in compute shaders.

const Storage Qualifier

Just as with “C”, const type modifier indicates that the variable is
read-only. For example, the statement

const float Pi = 3.141529;
sets the variable Pi to an approximation of =. With the addition of the

const modifier, it becomes an error to write to a variable after its
declaration, so they must be initialized when declared.

in Storage Qualifier

The in modifier is used to qualify inputs into a shader stage. Those inputs
may be vertex attributes (for vertex shaders), or output variables from the
preceding shader stage.

Fragment shaders can further qualify their input values using some
additional keywords that we discuss in Chapter 4, “Color, Pixels, and
Framebuffers”.

out Storage Qualifier

The out modifier is used to qualify outputs from a shader stage—for
example, the transformed homogeneous coordinates from a vertex shader,
or the final fragment color from a fragment shader.

uniform Storage Qualifier

The uniform modifier specifies that a variable’s value will be specified by
the application before the shader’s execution and does not change across
the primitive being processed. Uniform variables are shared between all the
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shader stages enabled in a program and must be declared as global variables.

Any type of variable, including structures and arrays, can be specified as

uniform. A shader cannot write to a uniform variable and change its value.

For example, you might want to use a color for shading a primitive. You
might declare a uniform variable to pass that information into your
shaders. In the shaders, you would make the declaration:

uniform vec4d BaseColor;

Within your shaders, you can reference BaseColor by name, but to set its
value in your application, you need to do a little extra work. The GLSL
compiler creates a table of all uniform variables when it links your shader
program. To set BaseColor’s value from your application, you need to
obtain the index of BaseColor in the table, which is done using the
glGetUniformLocation() routine.

GLint glGetUniformLocation(GLuint program,
const char* name);

Returns the index of the uniform variable name associated with the
shader program. name is a null-terminated character string with no spaces.
A value of minus one (—1) is returned if name does not correspond to a
uniform variable in the active shader program, or if a reserved shader
variable name (those starting with g1_ prefix) is specified.

name can be a single variable name, an element of an array (by including
the appropriate index in brackets with the name), or a field of a structure
(by specitying name, then “.” followed by the field name, as you would in
the shader program). For arrays of uniform variables, the index of the
first element of the array may be queried either by specifying only the
array name (for example, “arrayName”’), or by specifying the index to the
first element of the array (as in “arrayName[0]").

The returned value will not change unless the shader program is relinked
(see glLinkProgram()).

Once you have the associated index for the uniform variable, you can set
the value of the uniform variable using the glUniform*() or
glUniformMatrix*() routines.

Example 2.2 demonstrates obtaining a uniform variable’s index and
assigning values.
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Example 2.2 Obtaining a Uniform Variable’s Index and Assigning
Values

GLint timeLoc; /* Uniform index for variable "time" in shader =*/
GLfloat timevValue; /* Application time x/

timeLoc = glGetUniformLocation (program, "time");

glUniformlf (timeLoc, timeValue) ;

void glUniform{1234}{tdi ui}(GLint location, TYPE value);
void glUniform{1234}{tdi ui}v(GLint location, GLsizei count,
const TYPE * values);
void glUniformMatrix{234}{td}v(GLint location, GLsizei count,
GLboolean transpose,
const GLfloat * values);
void glUniformMatrix{2x3,2x4,3x2,3x4,4x2,4x3}{fd}v(
GLint location, GLsizei count,
GLboolean transpose,
const GLfloat * values);

Sets the value for the uniform variable associated with the index location.
The vector form loads count sets of values (from one to four values,
depending upon which glUniform*() call is used) into the uniform
variable’s starting location. If location is the start of an array, count
sequential elements of the array are loaded.

The GLfloat forms can be used to load the single-precision types of float, a
vector of floats, an array of floats, or an array of vectors of floats. Similarly
the GLdouble forms can be used for loading double-precision scalars,
vectors, and arrays. The GLfloat forms can also load Boolean types.

The GLint forms can be used to update a single signed integer, a signed
integer vector, an array of signed integers, or an array of signed integer
vectors. Additionally, individual and arrays of texture samplers and
Boolean scalars, vectors, and arrays can also be loaded. Similarly the
GLuint forms can be used for loading unsigned scalars, vectors, and
arrays.

For glUniformMatrix{234}*(), count sets of 2 x 2, 3 x 3, or 4 x 4
matrices are loaded from values.

For glUniformMatrix{2x3,2x4,3x2,3x4,4x2,4x3}*(), count sets of
like-dimensioned matrices are loaded from values. If transpose is
GL_TRUE, values are specified in row-major order (like arrays in “C"); or if
GL_FALSE is specified, values are taken to be in column-major order.
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buf fer Storage Qualifier

The recommended way to share a large buffer with the application is
through use of a buffer variable. These are much like uniform variables,
except that they can be modified by the shader. Typically, you'd use
buffer variablesin a buffer block, and blocks in general are described
later in this chapter.

The buffer modifier specifies that the subsequent block is a memory
buffer shared between the shader and the application. This buffer is both
readable and writeable by the shader. The size of the buffer can be
established after shader compilation and program linking.

shared Storage Qualifier

The shared modifier is only used in compute shaders to establish
memory shared within a local work group. This is discussed in more detail
in Chapter 12, “Compute Shaders”.

Statements

The real work in a shader is done by computing values and making
decisions. In the same manner as C++, GLSL has a rich set of operators for
constructing arithmetic operations for computing values and a standard
set of logical constructs for controlling shader execution.

Arithmetic Operations

No text describing a language is complete without the mandatory table of
operator precedence (see Table 2.6). The operators are ordered in
decreasing precedence. In general, the types being operated on must be
the same, and for vector and matrices, the operands must be of the same
dimension. In the table, integer types include int and uint and

vectors of them, floating-point types include £loat and double types
and vectors and matrices of them, arithmetic types include all integer

and floating-point types, and any additionally includes structures

and arrays.

Overloaded Operators

Most operators in GLSL are overloaded, meaning that they operate on a
varied set of types. Specifically, arithmetic operations (including pre- and
post-increment and -decrement) for vectors and matrices are well defined
in GLSL. For example, to multiply a vector and a matrix (recalling that the
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Table 2.6 GLSL Operators and Their Precedence

Precedence Operators Accepted types Description
1 () — Grouping of operations
2 [] arrays, matrices, Array subscripting
vectors
() functions Function calls and constructors
. (period) structures Structure field or method access
++ - arithmetic Post-increment and -decrement
3 ++ -- arithmetic Pre-increment and -decrement
+ - arithmetic Unary explicit positive or
negation
~ integer Unary bit-wise not
! bool Unary logical not
4 *[ % arithmetic Multiplicative operations
5 + - arithmetic Additive operations
6 << >> integer Bit-wise operations
7 <><=>= arithmetic Relational operations
8 === any Equality operations
9 & integer Bit-wise and
10 ~ integer Bit-wise exclusive or
11 | integer Bit-wise inclusive or
12 && bool Logical and operation
13 A bool Logical exclusive-or operation
14 || bool Logical or operation
15 a?b:c bool ? any : any Ternary selection operation

(inline “if”” operation; if (a) then
(b) else (c))

16 = any Assignment
+=-= arithmetic Arithmetic assignment
*= /= arithmetic
%= <<=>>= integer
&= "= |= integer
17 , (comma) any Sequence of operations

order of operands is important; matrix multiplication is noncommutative,
for all you math heads), use the following operation:

vec3 v;
mat3 m;

vec3 result = v x m;
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The normal restrictions apply, that the dimensionality of the matrix and
the vector must match. Additionally, scalar multiplication with a vector or
matrix will produce the expected result. One notable exception is that the
multiplication of two vectors will result in component-wise multiplication
of components; however, multiplying two matrices will result in normal
matrix multiplication.

vec2 a, b, c;

mat2 m, u, v;
a *x b; //

c = c = (a.x*b.x, a.y*b.vy)
m=u*x v; // m = (u00%v00+ul0lxv10 u00*v01l+ul0l*vll
// u01l+*v00+ull*v10 ulO*v0l+ull+vll)

Additional common vector operations (e.g., dot and cross products) are
supported by function calls, as well as various per-component operations
on vectors and matrices.

Flow Control

GLSL's logical control structures are the popular if-else and switch
statements. As with the “C” language the else clause is optional, and
multiple statements require a block.

if (truth) {
// true clause

}
else {

// false clause
}

Similar to the situation in C, switch statements are available (starting with
GLSL 1.30) in their familiar form:
switch (int_value) {
case 1n:

// statements
break;

case m:
// statements
break;

default:
// statements
break;

3

GLSL switch statements also support “fall-through’’ cases; a case statement
that does not end with a break statement. Each case does require some
statement to execute before the end of the switch (before the closing brace).
Also, unlike C++, no statements are allowed before the first case. If no

case matches the switch, and a default label is present, then it is executed.
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Looping Constructs
GLSL supports the familiar “C” form of for, while, and do ... while loops.

The for loop permits the declaration of the loop iteration variable in the
initialization clause of the for loop. The scope of iteration variables
declared in this manner is only for the lifetime of the loop.

for (int i = 0; i < 10; ++1i) {
}

while (n < 10) {

}

do {

} while (n < 10);

Flow-Control Statements

Additional control statements beyond conditionals and loops are available
in GLSL. Table 2.7 describes available flow-control statements.

The discard statement is available only in fragment programs. The
execution of the fragment shader may be terminated at the execution of
the discard statement, but this is implementation dependent.

Table 2.7 GLSL Flow-Control Statements

Statement Description

break Terminates execution of the block of a loop, and continues
execution after the scope of that block.

continue Terminates the current iteration of the enclosing block of a loop,
resuming execution with the next iteration of the loop.

return [result] Returns from the current subroutine, optionally providing a value
to be returned from the function (assuming return value matches
the return type of the enclosing function).

discard Discards the current fragment and ceases shader execution.
Discard statements are only valid in fragment shader programs.

Functions

Functions permit you to replace occurrences of common code with a
function call. This, of course, allows for smaller code, and less chances for
errors. GLSL defines a number of built-in functions, which are listed in
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Appendix C as well as support for user-defined functions. User-defined
functions can be defined in a single shader object, and reused in multiple
shader programs.

Declarations

Function declaration syntax is very similar to “C”, with the exception of
the access modifiers on variables:

returnType functionName ([accessModifier] typel variablel,
[accessModifier] type2 varaible2,

-)

// function body
return returnValue; // unless returnType is void

}

Function names can be any combination of letters, numbers, and the
underscore character, with the exception that it can neither begin with a
digit nor with gl _nor contain consecutive underscores.

Return types can be any built-in GLSL type or user-defined structure or
array type. Arrays as return values must explicitly specify their size. If a
function doesn’t return a value, its return type is void.

Parameters to functions can also be of any type, including arrays (which
must specify their size).

Functions must be either declared with a prototype or defined with a body,
before they are called. Just as in C++, the compiler must have seen the
function’s declaration before its use or an error will be raised. If a function
is used in a shader object other than the one where it’s defined, a
prototype must be declared. A prototype is merely the function’s signature
without its accompanying body. Here’s a simple example:

float HornerEvalPolynomial (float coeff[10], float x);

Parameter Qualifiers

While functions in GLSL are able to modify and return values after their
execution, there’s no concept of a pointer or reference, as in “C"" or C++.
Rather, parameters of functions have associated parameter qualifiers
indicating if the value should be copied into, or out of, a function after
execution. Table 2.8 describes the available parameter qualifiers in GLSL.
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Table 2.8 GLSL Function Parameter Access Modifiers

Access Modifier Description

in Value copied into a function (default if not specified)

const in Read-only value copied into a function

out Value copied out of a function (undefined upon entrance into

the function)
inout Value copied into and out of a function

The in keyword is optional. If a variable does not include an access
modifier, then an in modifier is implicitly added to the parameter’s
declaration. However, if the variable’s value needs to be copied out of a
function, it must either be tagged with an out (for copy out-only
variables) or an inout (for a variable both copied in and copied out)
modifier. Writing to a variable not tagged with one of these modifiers will
generate a compile-time error.

Additionally, to verify at compile time that a function doesn’t modify an
input-only variable, adding a “const in”’ modifier will cause the compiler
to check that the variable is not written to in the function. If you don’t do
this and do write to an input-only variable, it only modifies the local copy
in the function.

Computational Invariance

GLSL does not guarantee that two identical computations in different
shaders will result in exactly the same value. The situation is no different
than for computational applications executing on the CPU, where the
choice of optimizations may result in tiny differences in results. These tiny
errors may be an issue for multipass algorithms that expect positions to be
computed exactly the same for each shader pass. GLSL has two methods
for enforcing this type of invariance between shaders, using the
invariant or precise keywords.

Both of these methods will cause computations done by the graphics
device to create reproducibility (invariance) in results of the same
expression. However, they do not help reproduce the same results between
the host and the graphics device. Compile-time constant expressions are
computed on the compiler’s host and there is no guarantee that the host
computes in exactly the same way as the graphics device. For example:

uniform float ten; // application sets this to 10.0
const float £ = sin(10.0); // computed on compiler host
float g = sin(ten) ; // computed on graphics device
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void main ()

{
if (f == g) // £ and g might be not equal

}

In this example, it would not matter if invariant or precise was used
on any of the variables involved, as they only effect two computations
done on the graphics device.

The invariant Qualifier

The invariant qualifier may be applied to any shader output variable. It
will guarantee that if two shader invocations each set the output variable
with the same expression and the same values for the variables in that
expression, then both will compute the same value.

The output variable declared as invariant may be a built-in variable or a
user-defined one. For example:

invariant gl_Position;

invariant centroid out wvec3 Color;
As you may recall, output variables are used to pass data from one stage to
the next. The invariant keyword may be applied at any time before use
of the variable in the shader and may be used to modify built-in variables.
This is done by declaring the variable only with invariant, as was shown
above for gl_Position.

For debugging, it may be useful to impose invariance on all varying
variables in shader. This can be accomplished by using the vertex shader
preprocessor pragma.

#pragma STDGL invariant (all)

Global invariance in this manner is useful for debugging; however, it may
likely have an impact on the shader’s performance. Guaranteeing
invariance usually disables optimizations that may have been performed
by the GLSL compiler.

The precise Qualifier

The precise qualifier may be applied to any computed variable or
function return value. Despite its name, its purpose is not to increase
precision, but rather to increase reproducibility of a computation. It is
mostly used in tessellation shaders to avoid forming cracks in your
geometry. Tessellation shading in general is described in Chapter 9,
“Tessellation Shaders’’, and there is additional discussion in that chapter
about a use case for precise qualification.
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Generally, you use precise instead of invariant when you need to get
the same result from an expression, even if values feeding the expression
are permuted in a way that should not mathematically affect the result.
For example, the following expression should get the same result if the
values for a and b are exchanged. It should also get the same result if the
values for ¢ and d and exchanged, or if both a and ¢ are exchanged and b
and d are exchanged, etc.

Location = a = b + ¢ * d;

The precise qualifier may be applied to a built-in variable, user variable,
or a function return value.

precise gl_Position;
precise out vec3 Location;
precise vec3 subdivide(vec3 P1l, wvec3 P2) { ... }

The precise keyword may be applied at any time before use of the
variable in the shader and may be used to modify previously declared
variables.

One practical impact in a compiler of using precise is an expression like
the one above cannot be evaluated using two different methods of
multiplication for the two multiply operations. For example, a multiply
instruction for the first multiply and a fused multiply-and-add instruction
for the second multiply. This is because these two instructions will get
slightly different results for the same values. Since that was disallowed by
precise, the compiler is prevented from doing this. Because use of fused
multipy-and-add instructions is important to performance, it would be
unfortunate to completely disallow them. So, there is a built-in function in
GLSL, fma(), that you can use to explicitly say this is okay.

precise out float result;

float f = ¢ * d;
float result = fma(a, b, f);

Of course, you only do that if you weren’t going to have the values of a
and ¢ permuted, as you would be defeating the purpose of using precise.

Shader Preprocessor

The first step in compilation of a GLSL shader is parsing by the
preprocessor. Similar to the “C” preprocessor, there are a number of
directives for creating conditional compilation blocks and defining values.
However, unlike the “C" preprocessor, there is no file inclusion (#include).
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Preprocessor Directives

Table 2.9 lists the preprocessor directives accepted by the GLSL
preprocessor and their functions.

Table 2.9

GLSL Preprocessor Directives

Preprocessor Directive

Description

##define
#undef
#if
#ifdef

#ifndef
#else
#elif
#tendif

#terror text

#pragma options

#extension options

#version number

#line options

Control the definition of constants and
macros similar to the “C"’ preprocessor
Conditional code management similar

to the “C” preprocessor, including the defined
operator.

Conditional expressions evaluate integer
expressions and defined values
(as specified by #define) only.

Cause the compiler to insert text (up to the first
newline character) into the shader information log

Control compiler specific options

Specify compiler operation with respect to specified
GLSL extensions

Mandate a specific version of GLSL version support
Control diagnostic line numbering

Macro Definition

The GLSL preprocessor allows macro definition in much the same manner
as the “C” preprocessor, with the exception of the string substitution and
concatenation facilities. Macros might define a single value, as in

#define NUM_ELEMENTS 10
or with parameters like
#define LPos(n) gl_LightSourcel (n)].position

Additionally, there are several predefined macros for aiding in diagnostic
messages (that you might issue with the #error directive, for example), as
shown in Table 2.10.
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Table 2.10 GLSL Preprocessor Predefined Macros

__LINE__ Line number defined by one more than the number of newline
characters processed and modified by the #line directive

__FILE__ Source string number currently being processed

__VERSION__ Integer representation of the OpenGL Shading Language version

Likewise, macros (excluding those defined by GLSL) may be undefined by
using the #undef directive. For example

#undef LPos

Preprocessor Conditionals

Identical to the processing by the “C" preprocessor, the GLSL preprocessor
provides conditional code inclusion based on macro definition and integer
constant evaluation.

Macro definition may be determined in two ways: Either using the #ifdef
directive

#ifdef NUM_ELEMENTS

#endif
or using the defined operator with the #if or #elif directives

#if defined (NUM_ELEMENTS) && NUM_ELEMENTS > 3

#elif NUM_ELEMENTS < 7

#enéif

Compiler Control

The #pragma directive provides the compiler additional information
regarding how you would like your shaders compiled.

Optimization Compiler Option

The optimize option instructs the compiler to enable or disable optimiza-
tion of the shader from the point where the directive resides forward in the
shader source. You can enable or disable optimization by issuing either

#pragma optimize (on)
or
#pragma optimize (off)
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respectively. These options may only be issued outside of a function
definition. By default, optimization is enabled for all shaders.

Debug Compiler Option

The debug option enables or disables additional diagnostic output of the
shader. You can enable or disable debugging by issuing either

#pragma debug (on)

or

#pragma debug (off)

respectively. Similar to the optimize option, these options may only be
issued outside of a function definition, and by default, debugging is
disabled for all shaders.

Global Shader-Compilation Option

One final #pragma directive that is available is STDGL. This option is
currently used to enable invariance in the output of varying values.

Extension Processing in Shaders

GLSL, like OpenGL itself, may be enhanced by extensions. As vendors may
include extensions specific to their OpenGL implementation, it’s useful to
have some control over shader compilation in light of possible extensions
that a shader may use.

The GLSL preprocessor uses the #extension directive to provide instruc-
tions to the shader compiler regarding how extension availability should
be handled during compilation. For any, or all, extensions, you can specify
how you would like the compiler to proceed with compilation.

#extension extension_name : <directive>

where extension_name uses the same extension name returned by calling
glGetString(GL_EXTENSIONS) or

#extension all : <directive>

to affect the behavior of all extensions.
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The options available are shown in Table 2.11

Table 2.11 GLSL Extension Directive Modifiers

Directive Description

require Flag an error if the extension is not supported, or if the
all-extension specification is used.
enable Give a warning if the particular extensions specified are not

supported, or flag an error if the all-extension specification is used.

warn Give a warning if the particular extensions specified are not
supported, or give a warning if any extension use is detected
during compilation.

disable Disable support for the particular extensions listed (that is, have
the compiler act as if the extension is not supported even if it is)
or all extensions if all is present, issuing warnings and errors as if
the extension were not present.

Interface Blocks

Shader variables shared with the application or between stages can be, and
sometimes must be, organized into blocks of variables. Uniform variables
can be organized into uniform blocks, input and output variables into in
and out blocks, and shader storage buffers into buf fer blocks.

These all have a similar form. First, we’ll use uniform to demonstrate.

uniform b { // "uniform" or "in" or "out" or "buffer"
vecd vl; // list of variables
bool v2; //

i // access members as "vl" and "v2"

Or:

uniform b { // "uniform" or "in" or "out" or "buffer"
vecd vl; // list of variables
bool v2; //

} name; // access members as "name.vl" and "name.v2"

Specific interface block details are provided in the sections below.
Generally, the block name at the beginning (b above) is used for interface
matching or external identification, while the name at the end (name
above) is used in the rest of the shader for accessing the members.
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Uniform Blocks

As your shader programs become more complex, it’s likely that the number
of uniform variables they use will increase. Often the same uniform value
is used within several shader programs. As uniform locations are generated
when a shader is linked (i.e., when glLinkProgram() is called), the indices
may change, even though (to you) the values of the uniform variables are
identical. Uniform buffer objects provide a method to optimize both
accessing uniform variables and enabling sharing of uniform values across
shader programs.

As you might imagine, that given uniform variables can exist both in your
application and in a shader, you'll need to both modify your shaders and
use OpenGL routines to set up uniform buffer objects.

Specifying Uniform Blocks in Shaders

To access a collection of uniform variables using routines such as
glMapBuffer() (see Chapter 3, “Drawing with OpenGL” for more details),
you need to slightly modify their declaration in your shader. Instead of
declaring each uniform variable individually, you group them, just as you
would do in a structure, in a uniform block. A uniform block is specified
using the uniform keyword. You then enclose all the variables you want in
that block within a pair of braces, as demonstrated in Example 2.3.

Example 2.3 Declaring a Uniform Block

uniform Matrices {
matd ModelView;
mat4 Projection;
mat4 Color;

Y

Recall types are divided into two categories: opaque and transparent;
where the opaque types include samplers, images, and atomic counters.
Only the transparent types are permitted to be within a uniform block.
Additionally, uniform blocks must be declared at global scope.

Uniform Block Layout Control

A variety of qualifiers are available to specify how to lay out the variables
within a uniform block. These qualifiers can be used for each individual
uniform block or to specify how all subsequent uniform blocks are
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arranged (after specifying a layout declaration). The possible qualifiers are
detailed in Table 2.12.

Table 2.12 Layout Qualifiers for Uniform

Layout Description
Qualifier
shared Specify that the uniform block is shared among multiple

programs. (This is the default layout and is not to be confused
with the shared storage qualifier.)

packed Lay out the uniform block to minimize its memory use;
however, this generally disables sharing across programs.

std140 Use a standard layout for uniform blocks or shader storage
buffer blocks, described in Appendix I, “Buffer Object
Layouts”’.

std430 Use a standard layout for buf fer blocks, described in
Appendix I, “Buffer Object Layouts”’.

row_major Cause matrices in the uniform block to be stored in a

row-major element ordering.

column_major Specify matrices should be stored in a column-major element
ordering. (This is the default ordering.)

For example, to specify that a single uniform block is shared and has
row-major matrix storage, you would declare it in the following manner:

layout (shared, row_major) uniform { ... };

The multiple qualifying options must be separated by commas within the
parentheses. To affect the layout of all subsequent uniform blocks, use the
following construct:

layout (packed, column_major) uniform;

With this specification, all uniform blocks declared after that line will use
that layout until the global layout is changed, or unless they include a
layout override specific to their declaration.

Accessing Uniform Variables Declared in a Uniform Block

While uniform blocks are named, the uniform variables declared within
them are not qualified by that name. That is, a uniform block doesn’t
scope a uniform variable’s name, so declaring two variables of the same
name within two uniform blocks of different names will cause an error.
Using the block name is not necessary when accessing a uniform variable,
however.
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Accessing Uniform Blocks from Your Application

Because uniform variables form a bridge to share data between shaders and
your application, you need to find the offsets of the various uniform
variables inside the named uniform blocks in your shaders. Once you
know the location of those variables, you can initialize them with data,
just as you would any type of buffer object (using calls such as
glBufferData(), for example).

To start, let’s assume that you already know the names of the uniform
blocks used inside the shaders in your application. The first step in
initializing the uniform variables in your uniform block is to obtain the
index of the block for a given program. Calling
glGetUniformBlockIndex() returns an essential piece of information
required to complete the mapping of uniform variables into your
application’s address space.

GLuint glGetUniformBlockIndex(GLuint program,
const char * uniformBlockName);

Returns the index of the named uniform block specified by
uniformBlockName associated with program. If uniformBlockName is not a
valid uniform block of program, GL_INVALID_INDEX is returned.

To initialize a buffer object to be associated with your uniform block, you'll
need to bind a buffer object to a GL_UNIFORM_BUFFER target using the
glBindBuffer() routine as shown in the example below (Chapter 3,
“Drawing with OpenGL" will add more details).

Once we have a buffer object initialized, we need to determine how large
to make it to accommodate the variables in the named uniform block from
our shader. To do so, we use the routine glGetActiveUniformBlockiv(),
requesting the GL_UNIFORM_BLOCK_DATA_SIZE, which returns the size
of the block as generated by the compiler (the compiler may decide to
eliminate uniform variables that aren’t used in the shader, depending on
which uniform block layout you've selected).
glGetActiveUniformBlockiv() can be used to obtain other parameters
associated with a named uniform block.

After obtaining the index of the uniform block, we need to associate a
buffer object with that block. The most common method for doing so is to
call either glBindBufferRange() or, if all the buffer storage is used for the
uniform block, glBindBufferBase().
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void glBindBufferRange(GLenum farget, GLuint index,
GLuint buffer, GLintptr offset,
GLsizeiptr size);
void glBindBufferBase(GLenum target, GLuint index,
GLuint buffer);

Associates the buffer object buffer with the named uniform block
associated with index. target can either be GL_UNIFORM_BUFFER (for
uniform blocks) or GL_TRANSFORM_FEEDBACK_BUFFER (for use with
transform feedback; Chapter 5). index is the index associated with a
uniform block. offset and size specify the starting index and range of the
buffer that is to be mapped to the uniform buffer.

Calling glBindBufferBase() is identical to calling glBindBufferRange()
with offset equal to zero and size equal to the size of the buffer object.

These calls can generate various OpenGL errors: A GL_INVALID_VALUE
is generated if size is less than zero; if offset + size is greater than the size
of the buffer; if either offset or size is not a multiple of 4; or if index is less
than zero, or greater than or equal to the value returned when querying
GL_MAX_UNIFORM_BUFFER_BINDINGS.

Once the association between a named uniform block and a buffer object
is made, you can initialize or change values in that block by using any of
the commands that affect a buffer’s values.

You may also want to specify the binding for a particular named uniform
block to a buffer object, as compared to the process of allowing the linker
to assign a block binding and then querying the value of that assignment
after the fact. You might follow this approach if you have numerous
shader programs that will share a uniform block. It avoids having the
block be assigned a different index for each program. To explicitly control
a uniform block’s binding, call glUniformBlockBinding() before calling
glLinkProgram().

GLint glUniformBlockBinding(GLuint program,
GLuint uniformBlockIndex,
GLuint uniformBlockBinding);

Explicitly assigns uniformBlockIndex to uniformBlockBinding for
program.
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The layout of uniform variables in a named uniform block is controlled

by the layout qualifier specified when the block was compiled and linked.
If you used the default layout specification, you will need to determine the
offset and date-store size of each variable in the uniform block. To do so, you
will use the pair of calls: glGetUniformIndices(), to retrieve the index of
a particular named uniform variable, and glGetActiveUniformsiv(), to get
the offset and size for that particular index, as demonstrated in Example 2.4.

void glGetUniformIndices(GLuint program,
GLsizei uniformCount,
const char ** uniformNames,
GLuint * uniformindices);

Returns the indices associated with the uniformCount uniform variables
specified by name in the array uniformNames in the array uniformindices
for program. Each name in uniformNames is assumed to be NULL
terminated, and both uniformNames and uniformiIndices have
uniformCount elements in each array. If a name listed in uniformNames is
not the name of an active uniform variables, the value
GL_INVALID_INDEX is returned in the corresponding element in
uniformindices.

Example 2.4 Initializing Uniform Variables in a Named Uniform Block

/* Vertex and fragment shaders that share a block of uniforms
*x+% named "Uniforms" x/
const charx vShader = {

"#version 330 core\n"

"uniform Uniforms {"

" vec3 translation;"

" float scale;"

" vec4d rotation;"

" bool enabled;"

Wy

"in vec2 vPos;"

"in vec3 vColor;"

"out vec4d fColor;"

"void main()"

W

" vec3 pos = vec3(vPos, 0.0);"

" float angle = radians(rotation[0]);"

" vec3 axis = normalize(rotation.yzw) ;"

" mat3 I = mat3(1.0);™"

" mat3 S = mat3( 0, -axis.z, axis.y, "
" axis.z, 0, -axis.x, "
" -axis.y, axis.x, 0);"
" mat3 uuT = outerProduct (axis, axis);"
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" mat3 rot = uuT + cos(angle)* (I - uuT)
+ sin(angle)*S;"
" pos *= scale;"
" pos *= rot;"
" pos += translation;"
" fColor = vec4d(scale, scale, scale, 1);"
" gl_Position = vecd(pos, 1);"
n } "
Y

const char* fShader = {
"#version 330 core\n"
"uniform Uniforms {"
" vec3 translation;"
" float scale;"
" vecd rotation;"
" bool enabled;"
ny o
"in vecd fColor;"
"out vecd color;"
"void main ()"
I|{|l
" color = fColor;"
||}"

};

/* Helper function to convert GLSL types to storage sizes =*/
size_t

TypeSize (GLenum type)

{

size_t size;

#define CASE(Enum, Count, Type) \
case Enum: size = Count * sizeof (Type); break

switch (type) {

CASE (GL_FLOAT, 1, GLfloat) ;
CASE (GL_FLOAT_VEC2, 2, GLfloat) ;
CASE (GL_FLOAT_VEC3, 3, GLfloat) ;
CASE (GL_FLOAT_VEC4, 4, GLfloat) ;
CASE (GL_INT, 1, GLint) ;
CASE (GL_INT_VEC2, 2, GLint) ;
CASE (GL_INT_VEC3, 3, GLint) ;
CASE (GL_INT_VEC4, 4, GLint) ;
CASE (GL_UNSIGNED_INT, 1, GLuint) ;
CASE (GL_UNSIGNED_INT_VEC2, 2, GLuint) ;
CASE (GL_UNSIGNED_INT_VEC3, 3, GLuint) ;
CASE (GL_UNSIGNED_INT_VEC4, 4, GLuint) ;
CASE (GL_BOOL, 1, GLboolean);
CASE (GL_BOOL_VEC2, 2, GLboolean) ;
CASE (GL_BOOL_VEC3, 3, GLboolean);
CASE (GL_BOOL_VEC4, 4, GLboolean);
CASE (GL_FLOAT_MAT2, 4, GLfloat) ;
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}

CASE (GL_FLOAT_MAT2x3, 6, GLfloat);
CASE (GL_FLOAT_MAT2x4, 8, GLfloat);
CASE (GL_FLOAT_MAT3, 9, GLfloat);
CASE (GL_FLOAT_MAT3x2, 6, GLfloat);
CASE (GL_FLOAT_MAT3x4, 12, GLfloat);
CASE (GL_FLOAT_MAT4, 16, GLfloat);
CASE (GL_FLOAT_MAT4x2, 8, GLfloat);
CASE (GL_FLOAT_MAT4x3, 12, GLfloat);

#undef CASE

default:

fprintf (stderr, "Unknown type: Ox%x\n", type) ;
exit (EXIT_FAILURE) ;

break;

}

return size;

void
init ()

{

GLuint program;
glClearColor(l, 0, 0, 1);

ShaderInfo shaders[] = {
{ GL_VERTEX_SHADER, vShader },
{ GL_FRAGMENT_SHADER, fShader },
{ GL_NONE, NULL }

}i

program = LoadShaders (shaders) ;
glUseProgram (program) ;

/* Initialize uniform values in uniform block "Uniforms" =/
GLuint uboIndex;

GLint uboSize;

GLuint ubo;

GLvoid +buffer;

/+ Find the uniform buffer index for "Uniforms", and
«* determine the block’s sizes x/
uboIndex = glGetUniformBlockIndex (program, "Uniforms");

glGetActiveUniformBlockiv (program, uboIndex,
GL_UNIFORM_BLOCK_DATA_SIZE, &uboSize);

buffer = malloc(uboSize) ;

if (buffer == NULL) {
fprintf (stderr, "Unable to allocate buffer\n");
exit (EXIT_FAILURE) ;
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else {
enum { Translation, Scale, Rotation, Enabled, NumUniforms };

/* Values to be stored in the buffer object =x/
GLfloat scale = 0.5;

GLfloat translation[] = { 0.1, 0.1, 0.0 };
GLfloat rotation([] = { 90, 0.0, 0.0, 1.0 };
GLboolean enabled = GL_TRUE;

/* Since we know the names of the uniforms
*% 1n our block, make an array of those values =*/

const charx names [NumUniforms] = {
"translation",
"scale",
"rotation",
"enabled"
}i

/* Query the necessary attributes to determine
** where in the buffer we should write
*%x the values */

GLuint indices [NumUniforms];
GLint size[NumUniforms];
GLint offset [NumUniforms];
GLint type [NumUniforms] ;

glGetUniformIndices (program, NumUniforms, names, indices);
glGetActiveUniformsiv (program, NumUniforms, indices,
GL_UNIFORM_OFFSET, offset);
glGetActiveUniformsiv (program, NumUniforms, indices,
GL_UNIFORM_SIZE, size);
glGetActiveUniformsiv (program, NumUniforms, indices,
GL_UNIFORM_TYPE, type):;

/* Copy the uniform values into the buffer =/
memcpy (buffer + offset[Scalel], &scale,
size[Scale] * TypeSize(typel[Scale]));
memcpy (buffer + offset[Translation], &translation,
size[Translation] * TypeSize (typel[Translation]));
memcpy (buffer + offset[Rotation], &rotation,
size[Rotation] * TypeSize(type[Rotationl]));
memcpy (buffer + offset[Enabled], &enabled,
size[Enabled] * TypeSize (type[Enabled]));

/* Create the uniform buffer object, initialize
+x its storage, and associated it with the shader
%% program */
glGenBuffers(1l, &ubo);
glBindBuffer (GL_UNIFORM_BUFFER, ubo);
glBufferData (GL_UNIFORM_BUFFER, uboSize,

buffer, GL_STATIC_RAW) ;
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glBindBufferBase (GL_UNIFORM_BUFFER, uboIndex, ubo) ;

Buffer Blocks

GLSL buffer blocks, or from the application’s perspective shader storage
buffer objects, operate quite similarly to uniform blocks. Two critical
differences give these blocks great power, however. First, the shader can
write to them, modifying their content as seen from other shader
invocations or the application. Second, their size can be established just
before rendering, rather than at compile or link time. For example:

buffer BufferObject { // create a read-writeable buffer
int mode; // preamble members
vecd points|[]; // last member can be unsized array
Y

If the array above is not provided a size in the shader, then its size can
be established by the application before rendering, after compiling and
linking. The shader can use the length() method to find the render-
time size.

The shader may now both read and write the members of the buffer block.
Writes modifying the shader storage buffer object will be visible to other
shader invocations. This can be particularly valuable in a compute shader,
especially when manipulating nongraphical memory rather than

an image.

Memory qualifiers (e.g., coherent) and atomic operations apply to buffer
blocks and are discussed in depth in Chapter 11, “Memory”".

You set up a shader storage buffer object similarly to how a uniform buffer
was set up, except that glBindBuffer() and glBufferData() take the target
GL_SHADER_STORAGE_BUFFER. A more complete example is given in
Chapter 11, “Memory”, in section “Shader Storage Buffer Objects’”” on
Page 576.

If you don’t need to write to a buffer, use a uniform block, as your device
might not have as many resources available for buffer blocks as it does for
uniform blocks.
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In/Out Blocks

Shader variables output from one stage and input into the next stage can
also be organized into interface blocks. These logical groupings can make it
easier to visually verify interface matches between stages, as well as to
make linking separate programs easier.

For example, a vertex shader might output:

out Lighting {
vec3 normal;
vec2 bumpCoord;
Y

This would match a fragment shader input:

in Lighting {
vec3 normal;
vec2 bumpCoord;
Y

A vertex shader might output material and lighting information, each
grouped into its own block. The interfaces built into the OpenGL Shading
Language are also organized into blocks, like g1_PerVertex, which
contains the built-in variable g1_Position, among others. A complete list
of these is available in Appendix C, “Built-in GLSL Variables and
Functions”.

Compiling Shaders

Writing shaders for use with OpenGL programs is similar to using a
compiler-based language like “C”. You have a compiler analyze your
program, check it for errors, and then translate it into object code. Next,
you combine a collection of object files together in a linking phase to
generate an executable program. Using GLSL shaders in your program is a
similar process, except that the compiler and linker are part of the
OpenGL APIL.

Figure 2.1 illustrates the steps to create GLSL shader objects and link them
to create an executable shader program.
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Figure 2.1 Shader-compilation command sequence

For each shader program you want to use in your application, you'll need
to do the following sequence of steps:

For each shader object:

1. Create a shader object.
2. Compile your shader source into the object.

3. Verity that your shader compiled successfully.
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Then, to link multiple shader objects into a shader program, you'll

Create a shader program.
Attach the appropriate shader objects to the shader program.

1

2

3. Link the shader program.

4. Verify that the shader link phase completed successfully.
5

Use the shader for vertex or fragment processing.

Why create multiple shader objects? Just as you might reuse a function in
different programs, the same idea applies to GLSL programs. Common
routines that you create might be usable in multiple shaders. Instead of
having to compile several large shaders with lots of common code, you'll
merely link the appropriate shader objects into a shader program.

To create a shader object, call glCreateShader().

GLuint glCreateShader(GLenum fype);

Allocates a shader object. type must be one of GL_VERTEX_SHADER,
GL_FRAGMENT_SHADER, GL_TESS_CONTROL_SHADER,
GL_TESS_EVALUATION_SHADER, or GL_GEOMETRY_SHADER. The
return value is either a nonzero integer or zero if an error occurred.

Once you have created a shader object, you need to associate the source
code of the shader with that object created by glCreateShader(). This is
done by calling glShaderSource().

void glShaderSource(GLuint shader, GLsizei count,
const GLchar **string, const GLint *length);

Associates the source of a shader with a shader object shader. string is an
array of count GLchar strings that compose the shader’s source. The
character strings in string may be optionally null-terminated. length can
be one of three values. If length is NULL, then it’s assumed that each
string provided in string is null-terminated. Otherwise, length has count
elements, each of which specifies the length of the corresponding entry
in string. If the value of an element in the array length is a positive
integer, the value represents the number of characters in the
corresponding string element. If the value is negative for particular
elements, then that entry in string is assumed to be null-terminated.
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To compile a shader object’s source, use glCompileShader().

void glCompileShader(GLuint shader);

Compiles the source code for shader. The results of the compilation can
be queried by calling glGetShaderiv() with an argument of
GL_COMPILE_STATUS.

Similar to when you compile a “C” program, you need to determine if the
compilation finished successfully. A call to glGetShaderiv(), with an
argument of GL_COMPILE_STATUS, will return the status of the
compilation phase. If GL_TRUE is returned, the compilation succeeded,
and the object can be linked into a shader program. If the compilation
failed, you can determine what the error was by retrieving the compilation
log. glGetShaderInfoLog() will return an implementation-specific set of
messages describing the compilation errors. The current size of the error
log can be queried by calling glGetShaderiv() with an argument of
GL_INFO_LOG_LENGTH.

void glGetShaderInfoLog(GLuint shader, GLsizei bufSize,
GLsizei *length, char *infoLog);

Returns the log associated with the last compilation of shader. The log is
returned as a null-terminated character string of length characters in the
bufter infoLog. The maximum return size of the log is specified in bufSize.

If length is NULL, infoLog’s length is not returned.

Once you have created and compiled all of the necessary shader objects,
you will need to link them to create an executable shader program. This
process is similar in nature to creating shader objects. First, you'll need to
create a shader program to which you can attach the shader objects. Using
glCreateProgram(), a shader program will be returned for further
processing.

GLuint glCreateProgram(void);

Creates an empty shader program. The return value is either a nonzero
integer, or zero if an error occurred.

Once you have your shader program, you'll need to populate it with the
necessary shader objects to create the executable program. This is
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accomplished by attaching a shader object to the program by calling
glAttachShader().

void glAttachShader(GLuint program, GLuint shader);

Associates the shader object, shader, with the shader program, program. A
shader object can be attached to a shader program at any time, although
its functionality will only be available after a successful link of the shader
program. A shader object can be attached to multiple shader programs
simultaneously.

For parity, if you need to remove a shader object from a program to modify
the shader’s operation, detach the shader object by calling
glDetachShader() with the appropriate shader object identifier.

void glDetachShader(GLuint program, GLuint shader);

Removes the association of a shader object, shader, from the shader
program, program. If shader is detached from program and had been
previously marked for deletion (by calling glDeleteShader()), it is deleted
at that time.

After all the necessary shader objects have been attached to the shader
program, you will need to link the objects for an executable program. This
is accomplished by calling glLinkProgramy().

void glLinkProgram(GLuint program);

Processes all shader objects attached to program to generate a completed
shader program. The result of the linking operation can be queried by
calling glGetProgramiv() with GL_LINK_STATUS. GL_TRUE is returned
for a successful link; GL_FALSE is returned otherwise.

As with shader objects, there’s a chance that the linking phase may fail due
to errors in the attached shader objects. You can query the result of the
link operation’s success by calling glGetProgramiv() with an argument of
GL_LINK_STATUS. If GL_TRUE was returned, the link was successful, and
you're able to specify the shader program for use in processing vertices or
fragments. If the link failed, represented by GL_FALSE being returned,
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then you can determine the cause of the failure by retrieving the program
link information log by calling glGetProgramInfoLog().

void glGetProgramInfolLog(GLuint program, GLsizei bufSize,
GLsizei *length, char *infoLog);

Returns the log associated with the last compilation of program. The log
is returned as a null-terminated character string of length characters in
the buffer infoLog. The maximum return size of the log is specified in
bufSize. If length is NULL, infoLog’s length is not returned.

After a successful program link, you can engage the vertex or fragment
program by calling glUseProgram() with the program’s object handle.

void glUseProgram(GLuint program);

Use the linked shader program program. If program is zero, any shaders
currently in use are unbound. OpenGL's operation is undefined if no
shader is bound, but no error is generated.

While a program is in use, it can have new shader objects attached to it,
or detach previously attached objects. It may also be relinked. If the link
phase is successful, the newly linked shader program replaces the
previously active program. If the link fails, the currently bound shader
program remains active and is not replaced until either a new program is
specified with glUseProgram() or the program is successfully relinked.

When you're done using a shader object, you can delete it using
glDeleteShader(), even if it’s attached to an active program. Just like
linking a “C” program, once you have an executable, you don’t need the
object files until you compile again.

void glDeleteShader(GLuint shader);

Deletes shader. If shader is currently linked to one or more active shader
programs, the object is tagged for deletion and deleted once the shader
program is no longer being used by any shader program.

Similarly, if you're done using a shader program, you can delete it by
calling glDeleteProgram().
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void glDeleteProgram(GLuint program);

Deletes program immediately if not currently in use in any context, or
schedules program for deletion when the program is no longer in use by
any contexts.

Finally, for completeness, you can also determine if a name is already been
reserved as a shader object by calling gllsShader(), or a shader program by
calling glIsProgram():

GLboolean glIsShader(GLuint shader);

Returns GL_TRUE if shader is the name of a shader object that was
previously generated with glCreateShader(), but has not been
subsequently deleted. Returns GL_FALSE if shader is zero or a nonzero
value that is not the name of a shader object.

GLboolean glIsProgram(GLuint program);

Returns GL_TRUE if program is the name of a program object that was
previously generated with glCreateProgram(), but has not been
subsequently deleted. Returns GL_FALSE if program is zero or a nonzero
value that is not the name of a program object.

Our Loadshaders() Function

In order to simplify using shaders in your applications, we created
LoadShaders() to help in loading and creating shader programs. We used
it in our first program in Chapter 1 to load a simple set of shaders.

Shader Subroutines

Advanced

While GLSL allows you to define functions in shaders, the call flow of
those functions was always static. To dynamically select between multiple
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functions, you either created two distinct shaders, or used an if-statement
to make a run-time selection, like demonstrated in Example 2.5.

Example 2.5 Static Shader Control Flow
#version 330 core

void func_1() { ...
void func_2() { ... }

uniform int func;

void
main ()
{
if (func == 1)
func_1();
else
func_2 () ;
}

Shader subroutines are conceptually similar to function pointers in C for
implementing dynamic subroutine selection. In your shader, you specify a
subroutine type and use that type when declaring the set of subroutines
eligible for dynamic use. Then, you choose which subroutine from the set
to execute in the shader by setting a subroutine uniform variable.

GLSL Subroutine Setup

When you want to use subroutine selection inside of a shader, there are
three steps required to set up the pool of subroutines:

1. Define the subroutine type using the subroutine keyword
subroutine returnType subroutineType (type param, ...);

where returnType is any valid type that a function can return, and
subroutineType is any valid name. As with function prototypes, only
the parameter types are required; the parameter names are optional.
(Hint: Think of this like a typedef in C, with subroutineType as the
newly defined type.)

2. Using the subroutineType you just defined, define the set of subroutines
that you would like to dynamically select from using the subroutine
keyword. The prototype for a subroutine function looks like:

subroutine (subroutineType) returnType functionName(...);
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3. Finally, specify the subroutine uniform variable that will hold the
“function pointer” for the subroutine you've selected in your
application:

subroutine uniform subroutineType variableName;

Demonstrating those steps together, consider the following example where
we would like to dynamically select between ambient and diffuse lighting:

Example 2.6 Declaring a Set of Subroutines
subroutine vec4 LightFunc(vec3); // Step 1

subroutine (LightFunc) vec4 ambient(vec3 n) // Step 2
{
return Materials.ambient;

}

subroutine (LightFunc) vec4 diffuse(vec3 n) // Step 2 (again)
{
return Materials.diffuse »*
max (dot (normalize(n), LightVec.xyz), 0.0);

}

subroutine uniform LightFunc materialShader; // Step 3

A subroutine is not restricted to being a single type of subroutine (e.g.,
LightFunc in Example 2.6). If you have defined multiple types of
subroutines, you can associate any number of the types with a subroutine
by adding the type to the list when defining the subroutine, as
demonstrated,

subroutine void Type_1()

subroutine void Type_2();
subroutine void Type_3();

subroutine (Type_1, Type_2) Func_1();
subroutine (Type_1, Type_3) Func_2();

subroutine uniform Type_1 func_1;
subroutine uniform Type_2 func_2;
subroutine uniform Type_3 func_3;

For the above example, func_1 could use either Func_1 or Func_2
because of Type_1 appearing in each of their subroutine lines. However,
func_2, for example, would be limited to only using Func_1, and
similarly, func_3 could only use Func_2.

Selecting Shader Subroutines

Once you have all your subroutine types and functions defined in your
shaders, you only need to query a few values from the linked shader
program, and then use those values to select the appropriate function.
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In step 3 described on page 78, a subroutine uniform value was declared,
and we will need its location in order to set its value. As compared to other
shader uniforms, subroutine uniforms use
glGetSubroutineUniformLocation() to retrieve their locations.

GLint glGetSubroutineUniformLocation(GLuint program,
GLenum shadertype,
const char* name);

Returns the location of the subroutine uniform named name in program
for the shading stage specified by shadertype. name is a null-terminated
character string, and shadertype must be one of GL_VERTEX_SHADER,
GL_TESS_CONTROL_SHADER, GL_TESS_EVALUATION_SHADER,
GL_GEOMETRY_SHADER, or GL_FRAGMENT_SHADER.

If name is not an active subroutine uniform, minus one (—1) is returned.
If program is not a successfully linked shader program, a
GL_INVALID_OPERATION error will be generated.

Once we have the subroutine uniform to assign values to, we need to
determine the indices of the subroutines inside of the shader. For that, we
can call glGetSubroutinelndex().

GLuint glGetSubroutineIndex(GLuint program,
GLenum shadertype,
const char* name);

Returns the index of the shader function associated with name from
program for the shading stage specified by shadertype. name is a
null-terminated character string, and shadertype must be one of
GL_VERTEX_SHADER, GL_TESS_CONTROL_SHADER,
GL_TESS_EVALUATION_SHADER, GL_GEOMETRY_SHADER, or
GL_FRAGMENT_SHADER.

If name is not an active subroutine for the shader for shadertype,
GL_INVALID_INDEX is returned.
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Once you have both the available subroutine indices, and subroutine
uniform location, use glUniformSubroutinesuiv() to specify which
subroutine should be executed in the shader. All active subroutine
uniforms for a shader stage must be initialized.

GLuint glUniformSubroutinesuiv(GLenum shadertype,
GLsizei count,
const GLuint * indices);

Sets count shader subroutine uniforms using the values in indices, for the
shader stage shadertype. shadertype must be one of GL_VERTEX SHADER,
GL_TESS_CONTROL_SHADER, GL_TESS_EVALUATION_SHADER,
GL_GEOMETRY_SHADER, or GL_FRAGMENT_SHADER. The it
subroutine uniform will be assigned the value indices(i].

If count is not equal to the value of
GL_ACTIVE_SUBROUTINE_UNIFORM_LOCATIONS for the shader stage
shadertype for the currently bound program, a GL_INVALID_VALUE error
is generated. All values in indices must be less than
GL_ACTIVE_SUBROUTINES, or a GL_INVALID_VALUE error is generated.

Assembling those steps, the following code snippet demonstrates the
process for the vertex shader described in Example 2.6.

GLint materialShaderLoc;
GLuint ambientIndex;
GLuint diffuselIndex;

glUseProgram (program) ;

materialShaderLoc = glGetSubroutineUniformLocation (
program, GL_VERTEX_SHADER, "materialShader") ;

if (materialShaderLoc < 0) {
// Error: materialShader is not an active subroutine
// uniform in the shader.

}

ambientIndex = glGetSubroutineIndex (program,
GL_VERTEX_SHADER,
"ambient") ;

diffuseIndex = glGetSubroutineIndex (program,
GL_VERTEX_SHADER,
"diffuse");
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if (ambientIndex == GL_INVALID_INDEX | |

diffuseIndex == GL_INVALID_INDEX) {

// Error: the specified subroutines are not active in

// the currently bound program for the GL_VERTEX_SHADER
// stage.

}
else {
GLsizei n;
glGetIntegerv (GL_MAX_SUBROUTINE_UNIFORM_LOCATIONS, &n);

GLuint xindices = new GLuint[n];
indices[materialShaderLoc] = ambientIndex;

glUniformSubroutinesuiv (GL_VERTEX_SHADER, n, indices);

delete [] indices;

Note: Calling glUseProgram() will reset all of the subroutine uniform
values to an implementation-dependent ordering.

Separate Shader Objects

Advanced

Previous to OpenGL Version 4.1 (and not considering extensions) only a
single shader program could be bound at any one time in an application’s
execution. This was inconvenient if your application used multiple
fragment shaders for a collection of geometry that was all transformed
using the same vertex shader. This caused you to need to have multiple
programs around that duplicated the same vertex shader, wasting resources
and duplicating code.

Separate shader objects allows shader stages (e.g., vertex shading) from
various programs to be combined into a program pipeline.

The first step is to create a shader program that’s usable in a shader
pipeline. This is done by calling glProgramParameteri() with the
parameter GL_PROGRAM_SEPARABLE before linking the shader program.
This marks the shader program as eligible to be used in a program pipeline.
To simplity this process, a new command glCreateShaderProgramv() was
added that encapsulates the shader-compilation process, including
marking the program as sharable (as discussed above) and linking it to
produce the final object.

Separate Shader Objects

81



82

Once your collection of shader programs are combined, you need to use
the new shader pipeline constructs to combine shader stages from multiple
programs into a usable program pipeline. As with most objects in OpenGL,
there is a gen-bind-delete sequence of calls to make. A shader pipeline is
created by calling glGenProgramPipelines(), which will create an unused
program pipeline identifier that you pass into glBindProgramPipeline(),
making that program available for editing (e.g., adding or replacing shader
stages), and use. Similar to other generated objects, program pipelines are
deleted with glDeleteProgramPipelines().

Once you've bound a program pipeline, you can attach program objects
that have been marked as separable to the pipeline by calling
glUseProgramStages(), which takes a bitfield describing which stages from
the provided program should be employed when this pipeline is used to
process geometry and shade fragments. The older glUseProgram() when
called with a program will replace the current program pipeline binding.

The interfaces between shader stages—the in and out variables—must
match in order for the pipeline to work. As compared to using a
nonseparate shader object, where those interfaces can be verified during
program linkage, shader pipelines with separate program objects need to
be checked at draw-call issue. If the interfaces don’t match correctly, all
varying values (out variables) are undefined.

The built-in gl_PerVertex block must be redeclared in shaders to
explicitly indicate what subset of the fixed pipeline interface will be used.
This will be necessary when using multiple programs to complete your
pipeline.

For example:

out gl_PerVertex {

vecd gl_Position; // makes gl_Position is part of interface
float gl_PointSize; // makes gl_PointSize is part of interface
Y // no more members of gl_PerVertex are used

This establishes the output interface the shader will use with the following
pipeline stage. It must be a subset of the built-in members of
gl_PerVertex. If a built-in block interface is formed across shaders in
different programs, the shaders must all redeclare the built-in block in the
same way.

Since separable shader objects can each have their individual set of
program uniforms, two methods are provided for assigning uniform
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variable values. First, you can select an active shader program with
glActiveShaderProgram(), which causes calls to glUniform*() and
glUniformMatrix*() to assign values to that particular shader program’s
uniform variables. Alternatively, and more preferred, is to call
glProgramUniform*() and glProgramUniformMatrix*(), which take an
explicit program object in addition to the other parameters used to
identify the program’s uniform variable.

void glProgramUniform{1234}{fdi ui}(GLuint program,
GLint location,
TYPE value);
void glProgramUniform{1234}{fdi ui}v(GLuint program,
GLint location,
GLsizei count,
const TYPE * values);
void glProgramUniformMatrix{234}{td}v(GLuint program,
GLint location,
GLsizei count,
GLboolean transpose,
const GLfloat * values);
void glProgramUniformMatrix{2x3,2x4,3x2,3x4,4x2,4x3}{fd}v(
GLuint program, GLint location,
GLsizei count,
GLboolean transpose,
const GLfloat * values);

glProgramUniform*() and glProgramUniformMatrix*() routines
operate exactly as glUniform*() and glUniformMatrix*(), except that
program specifies the shader program to update the uniform variable for.
The advantage of these routines is that program need not be the currently
bound program (i.e., the last specified shader program to
glUseProgram()).
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Chapter 3

Drawing with OpenGL

Chapter Objectives

After reading this chapter, you will be able to:

e Identify all of the rendering primitives available in OpenGL.

e Initialize and populate data buffers for use in rendering geometry.

e Optimize rendering using advanced techniques like instanced rendering.
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The primary use of OpenGL is to render graphics into a framebuffer. To
accomplish this, complex objects are broken up into primitives—points, lines,
and triangles that when drawn at high enough density give the appearance
of 2D and 3D objects. OpenGL includes many functions for rendering such
primitives. These functions allow you to describe the layout of primitives
in memory, how many primitives to render, and what form they take, and
even to render many copies of the same set of primitives with one function
call. These are arguably the most important functions in OpenGL,

as without them, you wouldn’t be able to do much but clear the screen.

This chapter contains the following major sections:

e “OpenGL Graphics Primitives’ describes the available graphics
primitives in OpenGL that you can use in your renderings.

o ‘“Data in OpenGL Buffers” explains the mechanics of working with
data in OpenGL.

o ‘“Vertex Specification” outlines how to use vertex data for rendering,
and processing it using vertex shaders.

e “OpenGL Drawing Commands” introduces the set of functions that
cause OpenGL to draw.

e ‘“Instanced Rendering’ describes how to render multiple objects using
the same vertex data efficiently.

OpenGL Graphics Primitives

OpenGL includes support for many primitive types. Eventually they all get
rendered as one of three types—points, lines, or triangles. Line and triangle
types can be combined together to form strips, loops (for lines), and fans
(for triangles). Points, lines, and triangles are the native primitive types
supported by most graphics hardware.! Other primitive types are
supported by OpenGL, including patches, which are used as inputs to the
tessellator and the adjacency primitives that are designed to be used as
inputs to the geometry shader. Tessellation (and tessellation shaders) are
introduced in Chapter 9, and geometry shaders are introduced in

Chapter 10. The patch and adjacency primitive types will be covered in
detail in each of those chapters. In this section, we cover only the point,
line, and triangle primitive types.

1. In terms of hardware support, this means that the graphics processor likely includes direct
hardware support for rasterizing these types of primitives. Other primitive types such as patches
and adjacency primitives are never directly rasterized.
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Points

Points are represented by a single vertex. The vertex represents a point in
tour-dimensional homogeneous coordinates. As such, a point really has no
area, and so in OpenGL it is really an analogue for a square region of the
display (or draw buffer). When rendering points, OpenGL determines
which pixels are covered by the point using a set of rules called
rasterization rules. The rules for rasterizing a point in OpenGL are quite
straightforward—a sample is considered covered by a point if it falls within
a square centered on the point’s location in window coordinates. The side
length of the square is equal to the point’s size, which is fixed state (set
with glPointSize()), or the value written to the g1_PointSize built-in
variable in the vertex, tessellation, or geometry shader. The value written
to gl_PointSize in the shader is used only if GL_PROGRAM_POINT_SIZE
is enabled, otherwise it is ignored and the fixed state value set with
glPointSize() is used.

void glPointSize(GLfloat size);

Sets the fixed size, in pixels, that will be used for points when
GL_PROGRAM_POINT_SIZE is not enabled.

The default point size is 1.0. Thus, when points are rendered, each vertex
essentially becomes a single pixel on the screen (unless it’s clipped, of
course). If the point size is increased (either with glPointSize(), or by
writing a value larger than 1.0 to g1_PointSize), then each point vertex
may end up lighting more than one pixel. For example, if the point size is
1.2 pixels and the point’s vertex lies exactly at a pixel center, then only
that pixel will be lit. However, if the point’s vertex lies exactly midway
between two horizontally or vertically adjacent pixel centers, then both of
those pixels will be lit (i.e., two pixels will be lit). If the point’s vertex lies at
the exact midpoint between four adjacent pixels, then all four pixels will
be lit—for a total of four pixels being lit for one point!

Point Sprites

When you render points with OpenGL, the fragment shader is run for
every fragment in the point. Each point is essentially a square area of the
screen and each pixel can be shaded a different color. You can calculate
that color analytically in the fragment shader or use a texture to shade the
point. To assist in this, OpenGL fragment shaders include a special built-in
variable called gl1_PointCoord which contains the coordinate within the
point where the current fragment is located. g1_PointCoord is available
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only in the fragment shader (it doesn’t make much sense to include it in
other shaders) and has a defined value only when rendering points. By
simply using g1_PointCoord as a source for texture coordinates, bitmaps
and textures can be used instead of a simple square block. Combined with
alpha blending or with discarding fragments (using the discard
keyword), it’s even possible to create point sprites with odd shapes.

We'll revisit point sprites with an example shortly. If you want to skip
ahead, the example is shown in “Point Sprites’’ on Page 346.

Lines, Strips, and Loops

In OpenGL, the term line refers to a line segment, not the mathematician’s
version that extends to infinity in both directions. Individual lines are
therefore represented by pairs of vertices, one for each endpoint of the
line. Lines can also be joined together to represent a connected series

of line segments, and optionally closed. The closed sequence is known as a
line loop, whereas the open sequence (one that is not closed) is known

as a line strip. As with points, lines technically have no area, and so special
rasterization rules are used to determine which pixels should be lit when a
line segment is rasterized. The rule for line rasterization is known as the
diamond exit rule. It is covered in some detail in the OpenGL specification.
However, we attempt to paraphrase it here. When rasterizing a line
running from point A to point B, a pixel should be lit if the line passes
through the imaginary edge of a diamond shape drawn inside the pixel’s
square area on the screen—unless that diamond contains point B (i.e., the
end of the line is inside the diamond). That way, if another, second line is
drawn from point B to point C, the pixel in which B resides is lit only once.

The diamond exit rule suffices for thin lines, but OpenGL allows you to
specify wider sizes for lines using the glLineWidth() function (the
equivalent for glPointSize() for lines).

void glLineWidth(GLfloat width);

Sets the fixed width of lines. The default value is 1.0. width is the new
value of line width and must be greater than 0.0, otherwise an error is
generated.

There is no equivalent to g1_PointsSize for lines—lines are rendered at
one fixed width until state is changed in OpenGL. When the line width is
greater than 1, the line is simply replicated width times either horizontally
or vertically. If the line is y-major (i.e., it extends further vertically than
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horizontally), it is replicated horizontally. If it is x-major then it is
replicated vertically.

The OpenGL specification is somewhat liberal on how ends of lines are
represented and how wide lines are rasterized when antialiasing is turned
off. When antialiasing is turned on, lines are treated as rectangles aligned
along the line, with width equal to the current line width.

Triangles, Strips, and Fans

Triangles are made up of collections of three vertices. When separate
triangles are rendered, each triangle is independent of all others. A triangle
is rendered by projecting each of the three vertices into screen space and
forming three edges running between the edges. A sample is considered
covered if it lies on the positive side of all of the half spaces formed by the
lines between the vertices. If two triangles share an edge (and therefore a
pair of vertices), no single sample can be considered inside both triangles.
This is important because, although some variation in rasterization
algorithm is allowed by the OpenGL specification, the rules governing
pixels that lie along a shared edge are quite strict:

e No pixel on a shared edge between two triangles that together would
cover the pixel should be left unlit.

e No pixel on a shared edge between two triangles should be lit by more
than one of them.

This means that OpenGL will reliably rasterize meshes with shared edges
without gaps between the triangles, and without overdraw.? This is
important when rasterizing triangle strips or fans. When a triangle strip is
rendered, the first three vertices form the first triangle, then each
subsequent vertex forms another triangle along with the last two vertices
of the previous triangle. This is illustrated in Figure 3.1.

\VAVAVAVAVAVAVAV

Figure 3.1 Vertex layout for a triangle strip

When rendering a triangle fan, the first vertex forms a shared point that is
included in each subsequent triangle. Triangles are then formed using that

2. Overdraw is where the same pixel is lit more than once, and can cause artifacts when
blending is enabled, for example.

OpenGL Graphics Primitives

89



20

shared point and the next two vertices. An arbitrarily complex convex
polygon can be rendered as a triangle fan. Figure 3.2 shows the vertex
layout of a triangle fan.

Figure 3.2 Vertex layout for a triangle fan

These primitive types are used by the drawing functions that will be
introduced in the next section. They are represented by OpenGL tokens
that are passed as arguments to functions used for rendering. Table 3.1
shows the mapping of primitive types to the OpenGL tokens used to
represent them.

Table 3.1 OpenGL Primitive Mode Tokens

Primitive Type OpenGL Token

Points GL_POINTS

Lines GL_LINES

Line Strips GL_LINE_STRIP

Line Loops GL_LINE_LOOP
Independent Triangles GL_TRIANGLES
Triangle Strips GL_TRIANGLE_STRIP
Triangle Fans GL_TRIANGLE_FAN

Rendering Polygons As Points, Outlines, or Solids

A polygon has two sides—front and back—and might be rendered differently
depending on which side is facing the viewer. This allows you to have
cutaway views of solid objects in which there is an obvious distinction
between the parts that are inside and those that are outside. By default,
both front and back faces are drawn in the same way. To change this, or to
draw only outlines or vertices, use glPolygonMode().
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void glPolygonMode(GLenum face, GLenum mode);

Controls the drawing mode for a polygon’s front and back faces. The
parameter face must be GL_FRONT_AND_BACK; while mode can be
GL_POINT, GL_LINE, GL_FILL to indicate whether the polygon should
be drawn as points, outlined, or filled. By default, both the front and
back faces are drawn filled.

Reversing and Culling Polygon Faces

By convention, polygons whose vertices appear in counterclockwise order
on the screen are called front facing. You can construct the surface of any
“reasonable’ solid—a mathematician would call such a surface an
orientable manifold (spheres, donuts, and teapots are orientable; Klein
bottles and Mobius strips aren’t)—from polygons of consistent orientation.
In other words, you can use all clockwise polygons or all counterclockwise

polygons.

Suppose you've consistently described a model of an orientable surface but
happen to have the clockwise orientation on the outside. You can swap
what OpenGL considers the back face by using the function glFrontFace(),
supplying the desired orientation for front-facing polygons.

void glFrontFace(GLenum mode);

Controls how front-facing polygons are determined. By default, mode is
GL_CCW, which corresponds to a counterclockwise orientation of the
ordered vertices of a projected polygon in window coordinates. If mode is
GL_CW, faces with a clockwise orientation are considered front-facing.

Note: The orientation (clockwise or counterclockwise) of the vertices is
also known as its winding.

In a completely enclosed surface constructed from opaque polygons with a
consistent orientation, none of the back-facing polygons are ever visible—
they're always obscured by the front-facing polygons. If you are outside
this surface, you might enable culling to discard polygons that OpenGL
determines are back-facing. Similarly, if you are inside the object, only
back-facing polygons are visible. To instruct OpenGL to discard front- or
back-facing polygons, use the command glCullFace() and enable culling
with glEnable().
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void glCullFace(GLenum mode);

Indicates which polygons should be discarded (culled) before they’re
converted to screen coordinates. The mode is either GL_FRONT,
GL_BACK, or GL_FRONT_AND_BACK to indicate front-facing,
back-facing, or all polygons. To take effect, culling must be enabled using
glEnable() with GL_CULL_FACE; it can be disabled with glDisable() and
the same argument.

Advanced

In more technical terms, deciding whether a face of a polygon is front- or
back-facing depends on the sign of the polygon’s area computed in
window coordinates. One way to compute this area is

n—1

a=3> Xiyie1 ~ Xie1)i
i=0

where x; and y; are the x and y window coordinates of the i" vertex of the
n-vertex polygon and where i ¢ 1 is shorthand for (i + 1) mod n, where
mod is the modulus operator.

Assuming that GL_CCW has been specified, if a > 0, the polygon
corresponding to that vertex is considered to be front-facing; otherwise, it’s
back-facing. If GL_CW is specified and if a < O, then the corresponding
polygon is front-facing; otherwise, it’s back-facing.

Data in OpenGL Buffers

Almost everything you will ever do with OpenGL will involve buffers full
of data. Buffers in OpenGL are represented as buffer objects. You've already
had a brief introduction to buffer objects in Chapter 1. However, in this
section we'll dig a little deeper into the specifics of how buffer objects are
used; ways to create, manage, and destroy them; and the best practices
associated with buffer objects.

Creating and Allocating Buffers

As with many things in OpenGL, buffer objects are named using GLuint
values. Values are reserved using the glGenBuffers() command. This
function has already been described in Chapter 1, but we include the

prototype here again for handy reference.
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void glGenBuffers(GLsizei n, GLuint *buffers);

Returns n currently unused names for buffer objects in the array buffers.

After calling glGenBuffers(), you will have an array of buffer object names
in buffers, but at this time, they're just placeholders. They're not actually
buffer objects—yet. The buffer objects themselves are not actually created
until the name is first bound to one of the buffer binding points on the
context. This is important because OpenGL may make decisions about the
best way to allocate memory for the buffer object based on where it is
bound. The buffer binding points (called targets) are described in Table 3.2.

Table 3.2 Buffer Binding Targets

Target Uses

GL_ARRAY_BUFFER This is the binding point that is used
to set vertex array data pointers using
glVertexAttribPointer(). This is the
target that you will likely use most

often.
GL_COPY_RFEAD_BUFFER and Together, these targets form a pair of
GL_COPY_WRITE_BUFFER binding points that can be used to

copy data between buffers without
disturbing OpenGL state, or implying
usage of any particular kind to
OpenGL.

GL_DRAW_INDIRECT_BUFFER A buffer target used to store the
parameters for drawing commands
when using indirect drawing, which
will be explained in detail in the next
section.

GL_ELEMENT_ARRAY_BUFFER Buffers bound to this target can
contain vertex indices which are used
by indexed draw commands such as
glDrawElements().

GL_PIXEL_PACK_BUFFER The pixel pack buffer is used as the
destination for OpenGL commands
that read data from image objects
such as textures or the framebuffer.
Examples of such commands include
glGetTexImage() and glReadPixels().
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Table 3.2 (continued)

Buffer Binding Targets

Target

Uses

GL_PIXEL_UNPACK_BUFFER

GL_TEXTURE_BUFFER

GL_TRANSFORM_FEEDBACK_ BUFFER

GL_UNIFORM_BUFFER

The pixel unpack buffer is the opposite
of the pixel pack buffer—it is used as
the source of data for commands like
glTexImage2D().

Texture buffers are buffers that are
bound to texture objects so that their
data can be directly read inside
shaders. The GL_TEXTURE_BUFFER
binding point provides a target for
manipulating these buffers, although
they must still be attached to textures
to make them accessible to shaders.

Transform feedback is a facility in
OpenGL whereby transformed
vertices can be captured as they exit
the vertex processing part of the
pipeline (after the vertex or geometry
shader, if present) and some of their
attributes written into buffer objects.
This target provides a binding point
for buffers that are used to record
those attributes. Transform feedback
will be covered in some detail in
“Transform Feedback’’ on Page 239.

This target provides a binding point
where buffers that will be used as
uniform buffer objects may be bound.
Uniform buffers are covered in
Subsection 2, “Uniform Blocks”’.

A buffer object actually is created by binding one of the names reserved
by a call to glGenBuffers() to one of the targets in Table 3.2 using

glBindBuffer(). As with glGenBuffers(), glBindBuffer() was introduced in

Chapter 1, but we include its prototype here again for completeness.

void glBindBuffer(GLenum target, GLuint buffer);

Binds the buffer object named buffer to the buffer-binding point as
specified by target. target must be one of the OpenGL buffer-binding
targets, and buffer must be a name reserved by a call to glGenBuffers().
If this the first time the name buffer has been bound, a buffer object is

created with that name.
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Right, so we now have a buffer object bound to one of the targets listed in
Table 3.2, now what? The default state of a newly created buffer object is a
buffer with no data in it. Before it can be used productively, we must put
some data into it.

Getting Data into and out of Buffers

There are many ways to get data into and out of buffers in OpenGL. These
range from explicitly providing the data, to replacing parts of the data in a
buffer object with new data, to generating the data with OpenGL and
recording it into the buffer object. The simplest way to get data into a
buffer object is to load data into the buffer at time of allocation. This is
accomplished through the use of the glBufferData() function. Here’s the
prototype of glBufferData() again.

void glBufferData(GLenum farget, GLsizeiptr size,
const GLvoid *data, GLenum usage);

Allocates size bytes of storage for the buffer object bound to target. If data
is non-NULL, that space is initialized with the contents of memory
addressed by data. usage is provided to allow the application to supply
OpenGL with a hint as to the intended usage for the data in the buffer.

It’s important to note that glBufferData() actually allocates (or reallocates)
storage for the buffer object. That is, if the size of the new data is greater
than the current storage space allocated for the buffer object, the buffer
object will be resized to make room. Likewise, if the new data is smaller
than what has been allocated for the buffer, the buffer object will shrink to
match the new size. The fact that it is possible to specify the initial data to be
placed into the buffer object is merely a convenience and is not necessarily
the best way to do it (or even the most convenient, for that matter).

The target of the initial binding is not the only information OpenGL uses
to decide how to best allocate the buffer object’s data store. The other
important parameter to glBufferData() is the usage parameter. usage
must be one of the standard usage tokens such as GL_STATIC_DRAW or
GL_DYNAMIC_COPY. Notice how the token name is made of two
parts—the first being one of STATIC, DYNAMIC, or STREAM and the
second being one of DRAW, READ, or COPY.

The meanings of these “subtokens’ are shown in Table 3.3.
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Table 3.3 Buffer Usage Tokens

Token Fragment Meaning

_STATIC_ The data store contents will be modified once and used
many times.

_DYNAMIC_ The data store contents will be modified repeatedly and used
many times.

_STREAM_ The data store contents will be modified once and used at
most a few times.

_DRAW The data store contents are modified by the application and
used as the source for OpenGL drawing and image
specification commands.

_READ The data store contents are modified by reading data from
OpenGL and used to return that data when queried by the
application.

_Cory The data store contents are modified by reading data from

OpenGL and used as the source for OpenGL drawing and
image specification commands.

Accurate specification of the usage parameter is important to achieve
optimal performance. This parameter conveys useful information to
OpenGL about how you plan to use the buffer. Consider the first part of
the accepted tokens first. When the token starts with _STATIC_, this
indicates that the data will change very rarely, if at all—it is essentially
static. This should be used for data that will be specified once and never
modified again. When usage includes _STATIC_, OpenGL may decide to
shuffle the data around internally in order to make it fit in memory better,
or be a more optimal data format. This may be an expensive operation, but
since the data is static, it needs to be performed only once and so the
payoff may be great.

Including _DYNAMIC _ in usage indicates that you're going to change the
data from time to time but will probably use it many times between
modifications. You might use this, for example, in a modeling program
where the data is essentially static—until the user edits it. In this case,
it'll probably be used for many frames, then be modified, and then

used for many more frames, and so on. This is in contrast to the
GL_STREAM_ subtoken. This indicates that you're planning on regularly
modifying the data in the buffer and using it only a few times (maybe only
once) between each modification. In this case, OpenGL might not even
copy your data to fast graphics memory if it can access it in place. This
should be used for applications such as physical simulations running on
the CPU where a new set of data is presented in each frame.
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Now turn your attention to the second part of the usage tokens. This part
of the token indicates who is responsible for updating and using the data.
When the token includes _DRAW, this infers that the buffer will be used as
a source of data during regular OpenGL drawing operations. It will be read
a lot, compared to data whose usage token includes _READ, which is likely
to be written often. Including _READ indicates that the application will
read back from the buffer (see “Accessing the Content of Buffers’”), which
in turn infers that the data is likely to be written to often by OpenGL.
usage parameters including _DRAW should be used for buffers containing
vertex data, for example, whereas parameters including _READ should be
used for pixel buffer objects and other buffers that will be used to retrieve
information from OpenGL. Finally, including _COPY in usage indicates
that the application will use OpenGL to generate data to be placed in the
buffer, which will then be used as a source for subsequent drawing
operations. An example of an appropriate use of _COPY is transform
teedback buffers—buffers that will be written by OpenGL and then be used
as vertex buffers in later drawing commands.

Initializing Part of a Buffer

Suppose you have an array containing some vertex data, another
containing some color information, and yet another containing texture
coordinates or some other data. You'd like to pack the data back to back
into one big buffer object so that OpenGL can use it. The arrays may or
may not be contiguous in memory, so you can’t use glBufferData() to
upload all of it in one go. Further, if you use glBufferData() to upload, say,
the vertex data first, then the buffer will be sized to exactly match the
vertex data and there won't be room for the color or texture coordinate
information. That’s where glBufferSubData() comes in.

void glBufferSubData(GLenum target, GLintptr offset,
GLsizeiptr size, const GLvoid *data);

Replaces a subset of a buffer object’s data store with new data. The section
of the buffer object bound to target starting at offset bytes is updated with
the size bytes of data addressed by data. An error is thrown if offset and
size together specify a range that is beyond the bounds of the buffer
object’s data store.

By using a combination of glBufferData() and glBufferSubData(), we can
allocate and initialize a buffer object and upload data into several separate
sections of it. An example is shown in Example 3.1.

Data in OpenGL Buffers

97



98

Example 3.1 Initializing a Buffer Object with glBufferSubData()

// Vertex positions
static const GLfloat positions[] =

{

-1.0£f, -1.0£, 0.0f, 1.0f,
1.0f, -1.0f, 0.0f, 1.0f,
1.0f, 1.0f, 0.0f, 1.0f,

-1.0£, 1.0f£, 0.0f, 1.0f

};

// Vertex colors
static const GLfloat colors[] =

{

1.0£, 0.0£, 0.0f,
0.0f, 1.0f£, 0.0f,
0.0f, 0.0f£, 1.0f,
1.0£, 1.0f, 1.0f,

Y

// The buffer object
GLuint buffer;

// Reserve a name for the buffer object.

glGenBuffers(l, &buffer);

// Bind it to the GL_ARRAY_BUFFER target.

glBindBuffer (GL_ARRAY_BUFFER, buffer);

// Allocate space for it (sizeof (positions) + sizeof(colors)).

glBufferData (GL_ARRAY_BUFFER, // target
sizeof (positions) + sizeof (colors), // total size
NULL, // no data
GL_STATIC_DRAW) ; // usage
// Put "positions" at offset zero in the buffer.
glBufferSubData (GL_ARRAY_BUFFER, // target
0, // offset
sizeof (positions), // size
positions) ; // data

// Put "colors" at an offset in the buffer equal to the filled size of
// the buffer so far - i.e., sizeof (positions).

glBufferSubData (GL_ARRAY_BUFFER, // target
sizeof (positions), // offset
sizeof (colors), // size
colors) ; // data

// Now "positions" is at offset 0 and "colors" is directly after it

// in the same buffer.

If you simply wish to clear a buffer object’s data store to a known value,
you can use the glClearBufferData() or glClearBufferSubData()
functions. Their prototypes are as follows:
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void glClearBufferData(GLenum target, GLenum internalformat,
GLenum format, GLenum type,
const void * data);
void glClearBufferSubData(GLenum target,
GLenum internalformat,
GLintptr offset, GLintptr size,
GLenum format, GLenum type,
const void * data);

Clear all or part of a buffer object’s data store. The data store of the buffer
bound to target is filled with the data stored in data. format and type
specify the format and type of the data pointed to by data, respectively.
The data is first converted into the format specified by internalformat, and
then that data is used to fill the specified range of the buffer’s data store.
In the case of glClearBufferData(), the entire store is filled with the
specified data. For glClearBufferSubData(), the range is specified by
offset and size, which give the starting offset and size, in bytes of the
range, respectively.

Using glClearBufferData() or glClearBufferSubData() allows you to
initialize the data store of a buffer object without necessarily reserving and
clearing a region of system memory to do it.

Data can also be copied between buffer objects using the
glCopyBufferSubData() function. Rather than assembling chunks of data
in one large buffer object using glBufferSubData(), it is possible to upload
the data into separate buffers using glBufferData() and then copy from
those buffers into the larger buffer using glCopyBufferSubData().
Depending on the OpenGL implementation, it may be able to overlap
these copies because each time you call glBufferData() on a buffer object,
it invalidates whatever contents may have been there before. Therefore,
OpenGL can sometimes just allocate a whole new data store for your data,
even though a copy operation from the previous store has not completed
yet. It will then release the old storage at a later opportunity.

The prototype of glCopyBufferSubData() is as follows:

void glCopyBufferSubData(GLenum readtarget,
GLenum writetarget,
GLintptr readoffset,
GLintprr writeoffset, GLsizeiptr size);
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Copies part of the data store of the buffer object bound to readtarget into
the data store of the buffer object bound to writetarget. The size bytes of
data at readoffset within readtarget are copied into writetarget at writeoffset.
If readoffset or writeoffset together with size would cause either OpenGL to
access any area outside the bound buffer objects, a GL_INVALID_VALUE
error is generated.

Whilst glCopyBufferSubData() can be used to copy data between buffers
bound to any two targets, the targets GL_COPY_READ_BUFFER and
GL_COPY_WRITE_BUFFER are provided specifically for this purpose.
Neither target is used for anything else by OpenGL, and so you can safely
bind buffers to them for the purposes of copying or staging data without
disturbing OpenGL state or needing to keep track of what was bound to
the target before your copy.

Reading the Contents of a Buffer

Data can be read back from a buffer object in a couple of different ways.
The first is to use the glGetBufferSubData() function. This function reads
data from the buffer object bound to one of the targets and places it into a
chunk of memory owned by your applications. The prototype of
glGetBufferSubData() is as follows:

void glGetBufferSubData(GLenum target, GLintptr offset,
GLsizeiptr size, GLvoid * data);

Returns some or all of the data from the buffer object currently bound

to target. Data starting at byte-offset offset and extending for size bytes is
copied from the data store to the memory pointed to by data. An error is
thrown if the buffer object is currently mapped, or if offset and size together
define a range beyond the bounds of the buffer object’s data store.

glGetBufferSubData() is useful when you have generated data using
OpenGL and wish to retrieve it. Examples include using transform
teedback to process vertices using a GPU, or reading framebuffer or texture
data into a Pixel Buffer Object. Both of these topics will be covered later. Of
course, it’s also possible to use glGetBufferSubData() to simply read back
data that you previously put into the buffer object.

Accessing the Content of Buffers

The issue with all of the functions covered in this section so far
(glBufferData(), glBufferSubData(), glCopyBufferSubData(), and
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glGetBufferSubData()) is that they all cause OpenGL to make a copy of
your data. glBufferData() and glBufferSubData() both copy data from
your application’s memory into memory owned by OpenGL. Obviously,
glCopyBufferSubData() causes a copy of previously buffered data to be
made. glGetBufferSubData() copies data from memory owned by OpenGL
into memory provided by your application. Depending on the hardware
configuration, it’s very possible that the memory owned by OpenGL would
be accessible to your application if only you had a pointer to it. Well, you
can get that pointer using giMapBuffer().

void * giMapBuffer(GLenum farget, GLenum access);

Maps to the client’s address space the entire data store of the buffer object
currently bound to target. The data can then be directly read or written
relative to the returned pointer, depending on the specified access policy.
If OpenGL is unable to map the buffer object’s data store, giMapBuffer()
generates an error and returns NULL. This may occur for system-specific
reasons, such as low virtual memory availability.

When you call glMapBuffer(), the function returns a pointer to memory
that represents the data store of the buffer object attached to target. Note
that this memory represents only this buffer—it is not necessarily the
memory that the graphics processor will use. The access parameter specifies
how the application intends to use the memory once it is mapped. It must
be one of the tokens shown in Table 3.4.

Table 3.4 Access Modes for glMapBuffer()

Token Meaning

GL_READ_ONLY The application will only read from the memory
mapped by OpenGL.

GL_WRITE_ONLY The application will only write to the memory
mapped by OpenGL.

GL_READ_WRITE The application may read from or write to the
memory mapped by OpenGL.

If giMapBuffer() fails to map the buffer object’s data store, it returns
NULL. The access parameter forms a contract between you and OpenGL
that specifies how you will access the memory. If you violate that contract,
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bad things will happen, which may include ignoring writes to the buffer,
corrupting your data or even crashing your program.3

Note: When you map a buffer whose data store is in memory that will
not be accessible to your application, OpenGL may need to move
the data around so that when you use the pointer it gives you, you
get what you expect. Likewise, when you're done with the data
and have modified it, OpenGL may need to move it back to a place
where the graphics processor can see it. This can be expensive
in terms of performance, so great care should be taken when
doing this.

When the buffer is mapped with the GL_READ_ONLY or GL_READ_WRITE
access mode, the data that was in the buffer object becomes visible to your
application. You can read it back, write it to a file, and even modity it in
place (so long as you used GL_READ_WRITE as the access mode). If access is
GL_READ_WRITE or GL_WRITE_ONLY, you can write data into memory
using the pointer OpenGL gave you. Once you are done using the data or
writing data into the buffer object, you must unmap it using
glUnmapBuffer(), whose prototype is as follows:

GLboolean glUnmapBuffer(GLenum farget);

Releases the mapping created by giMapBuffer(). glUnmapBuffer()
returns GL_TRUE unless the data store contents have become corrupt
during the time the data store was mapped. This can occur for
system-specific reasons that affect the availability of graphics memory,
such as screen mode changes. In such situations, GL_FALSE is returned
and the data store contents are undefined. An application must detect
this rare condition and reinitialize the data store.

When you unmap the buffer, any data you wrote into the memory given
to you by OpenGL becomes visible in the buffer object. This means that
you can place data into buffer objects by allocating space for them using
glBufferData() and passing NULL as the data parameter, mapping them,
writing data into them directly, and then unmapping them again.
Example 3.2 contains an example of loading the contents of a file into a
buffer object.

3. The unfortunate thing is that so many applications do violate this contract that most OpenGL
implementations will assume you don’t know what you’'re doing and will treat all calls to
glMapBuffer() as if you specified GL_READ_WRITE as the access parameter, just so these other
applications will work.
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Example 3.2 Initializing a Buffer Object with giMapBuffer()
GLuint buffer;
FILE = f;

size_t filesize;

// Open a file and find its size

f = fopen("data.dat", "rb");
fseek (f, 0, SEEK_END) ;
filesize = ftell(f);

fseek (f, 0, SEEK_SET);

// Create a buffer by generating a name and binding it to a buffer

// binding point - GL_COPY_WRITE_BUFFER here (because the binding means
// nothing in this example).

glGenBuffers(l, &buffer);

glBindBuffer (GL_COPY_WRITE_BUFFER, buffer);

// Allocate the data store for the buffer by passing NULL for the

// data parameter.

glBufferData (GL_COPY_WRITE_BUFFER, (GLsizei)filesize, NULL,
GL_STATIC_DRAW) ;

// Map the buffer...

void » data = glMapBuffer (GL_COPY_WRITE_BUFFER, GL_WRITE_ONLY) ;

// Read the file into the buffer.
fread(data, 1, filesize, f);

// Okay, done, unmap the buffer and close the file.
glUnmapBuffer (GL_COPY_WRITE_BUFFER) ;

fclose(£);

In Example 3.2, the entire contents of a file are read into a buffer object in
a single operation. The buffer object is created and allocated to the same
size as the file. Once the buffer is mapped, the file can be read directly into
the buffer object’s data store. No copies are made by the application, and,
if the data store is visible to both the application and the graphics
processor, no copies will be made by OpenGL.

There may be significant performance advantages to initializing buffer
objects in this manner. The logic is this; when you call glBufferData()

or glBufferSubData(), once those functions return, you are free to do
whatever you want with the memory you gave them—free it, use it for
something else—it doesn’t matter. This means that those functions must be
done with that memory by the time they return, and so they need to make
a copy of your data. However, when you call giMapBuffer(), the pointer
you get points at memory owned by OpenGL. When you call
glUnmapBuffer(), OpenGL still owns that memory—it’s the application
that has to be done with it. This means that if the data needs to be moved
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or copied, OpenGL can start that process when you call glUnmapBuffer()
and return immediately, content in the knowledge that it can finish the
operation at its leisure without your application interfering in any way.
Thus the copy that OpenGL needs to perform can overlap whatever your
application does next (making more buffers, reading more files, and so
on). If it doesn’t need to make a copy, then great! The unmap operation
essentially becomes free in that case.

Asynchronous and Explicit Mapping

To address many of the issues involved with mapping buffers using
glMapBuffer() (such as applications incorrectly specifying the access
parameter or always using GL_READ_WRITE), gIMapBufferRange() uses
flags to specify access more precisely. The prototype for
glMapBufferRange() is as follows:

void * gIMapBufferRange(GLenum target, GLintptr offset,
GLsizeiptr length, GLbitfield access);

Maps all or part of a buffer object’s data store into the application’s
address space. target specifies the target to which the buffer object is
currently bound. offset and length together indicate the range of the data
(in bytes) that is to be mapped. access is a bitfield containing flags that
describe the mapping.

For giIMapBufferRange(), access is a bitfield that must contain one or both
of the GL_MAP_READ_BIT and the GL_MAP_WRITE_BIT indicating
whether the application plans to read from the mapped data store, write to
it, or do both. In addition, access may contain one or more of the flags
shown in Table 3.5.

Table 3.5 Flags for Use with giIMapBufferRange()

Flag Meaning

GL_MAP_INVALIDATE_RANGE_BIT If specified, any data in the specified
range of the buffer may be discarded and
considered invalid. Any data within the
specified range that is not subsequently
written by the application becomes
undefined. This flag may not be used
with GL_MAP_READ_BIT.
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Table 3.5 (continued) Flags for Use with giMapBufferRange()

Flag

Meaning

GL_MAP_INVALIDATE_BUFFER_BIT

GL_MAP_FLUSH_EXPLICIT_BIT

GL_MAP_UNSYNCHRONIZED_BIT

If specified, the entire contents of the
buffer may be discarded and considered
invalid, regardless of the specified range.
Any data lying outside the mapped range
of the buffer object becomes undefined,
as does any data within the range but not
subsequently written by the application.
This flag may not be used with
GL_MAP_READ_BIT.

The application will take responsibility to
signal to OpenGL which parts of the
mapped range contain valid data by
calling glFlushMappedBufferRange()
prior to calling glUnmapBuffer(). Use
this flag if a larger range of the buffer will
be mapped and not all of it will be
written by the application. This bit must
be used in conjunction with
GL_MAP_WRITE_BIT. If
GL_MAP_FLUSH_EXPLICIT_BIT is not
specified, glUnmapBuffer() will
automatically flush the entirety of the
mapped range.

If this bit is not specified, OpenGL will
wait until all pending operations that
may access the buffer have completed
before returning the mapped range. If
this flag is set, OpenGL will not attempt
to synchronize operations on the buffer.

As you can see from the flags listed in Table 3.5, the command provides a
significant level of control over how OpenGL uses the data in the buffer
and how it synchronizes operations that may access that data.

When you specify that you want to invalidate the data in the buffer object
by specifying either the GL_MAP_INVALIDATE_RANGE_BIT or
GL_MAP_INVALIDATE_BUFFER_BIT, this indicates to OpenGL that it is
free to dispose of any previously stored data in the buffer object. Either of
the flags can be set only if you also specify that you're going to write to the
buffer by also setting the GL_MAP_WRITE_BIT flag. If you specify
GL_MAP_INVALIDATE_RANGE_BIT, it indicates that you will update the
entire range (or at least all the parts of it that you care about). If you set the
GL_MAP_INVALIDATE_BUFFER_BIT, it means that you don’t care what
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ends up in the parts of the buffer that you didn’t map. Either way, setting
the flags indicates that you're planning to update the rest of the buffer
with subsequent maps.* When OpenGL is allowed to throw away the rest
of the buffer’s data, it doesn’t have to make any effort to merge your
modified data back into the rest of the original buffer. It’s probably a good
idea to use GL_MAP_INVALIDATE_BUFFER_BIT for the first section of the
buffer that you map, and then GL_MAP_INVALIDATE_RANGE_BIT for the
rest of the buffer.

The GL_MAP_UNSYNCHRONIZED_BIT flag is used to disengage OpenGL's
automatic synchronization between data transfer and use. Without this
bit, OpenGL will finish up any in-flight commands that might be using
the buffer object. This can stall the OpenGL pipeline, causing a bubble and
a loss of performance. If you can guarantee that all pending commands
will be complete before you actually modify the contents of the buffer (but
not necessarily before you call giMapBufferRange()) through a method
such as calling glFinish() or using a sync object (which are described in
““Atomic Operations and Synchronization” on Page 578 in Chapter 11),
then OpenGL doesn’t need to do this synchronization for you.

Finally, the GL_MAP_FLUSH_EXPLICIT_BIT flag indicates that the
application will take on the responsibility of letting OpenGL know which
parts of the buffer it has modified before calling glUnmapBuffer(). It does
this through a call to glFlushMappedBufferRange(), whose prototype is as
follows:

void glFlushMappedBufferRange(GLenum target, GLintptr offset,
GLsizeiptr length);

Indicates to OpenGL that the range specified by offset and length in the
mapped buffer bound to farget has been modified and should be
incorporated back into the buffer object’s data store.

It is possible to call glFlushMappedBufferRange() multiple times on
separate or even overlapping ranges of a mapped buffer object. The range
of the buffer object specified by offset and length must lie within the range
of buffer object that has been mapped, and that range must have been
mapped by a call to glMapBufferRange() with access including the
GL_MAP_FLUSH_EXPLICIT_BIT flag set. When this call is made, OpenGL
assumes that you're done modifying the specified range of the mapped
buffer object, and can begin any operations it needs to perform in order to

4. Don't specify the GL_MAP_INVALIDATE_BUFFER_BIT for every section, otherwise only the
last section you mapped will have valid data in it!

Chapter 3: Drawing with OpenGL



make that data usable such as copying it to graphics processor visible
memory, or flushing, or invalidating data caches. It can do these things
even though some or all of the buffer is still mapped. This is a useful way
to parallelize OpenGL with other operations that your application might
perform. For example, if you need to load a very large piece of data from
a file into a buffer, map a range of the buffer large enough to hold the
whole file, then read chunks of the file, and after each chunk call
glFlushMappedBufferRange(). OpenGL will then operate in parallel to
your application, reading more data from the file for the next chunk.

By combining these flags in various ways, it is possible to optimize data
transfer between the application and OpenGL or to use advanced
techniques such as multithreading or asynchronous file operations.

Discarding Buffer Data

Advanced

When you are done with the data in a buffer, it can be advantageous

to tell OpenGL that you don't plan to use it any more. For example,
consider the case where you write data into a buffer using transform
teedback, and then draw using that data. If that drawing command is the
last one that is going to access the data, then you can tell OpenGL that

it is free to discard the data and use the memory for something else. This
allows an OpenGL implementation to make optimizations such as tightly
packing memory allocations or avoiding expensive copies in systems with
more than one GPU.

To discard some or all of the data in a buffer object, you can call
gllnvalidateBufferData() or glinvalidateBufferSubData(), respectively.
The prototypes of these functions are as follows:

void glinvalidateBufferData(GLuint buffer);
void glinvalidateBufferSubData(GLuint buffer, GLintptr offset,
GLsizeiptr length);

Tell OpenGL that the application is done with the contents of the buffer
object in the specified range and that it is free to discard the data if it
believes it is advantageous to do so. glinvalidateBufferSubData()
discards the data in the region of the buffer object whose name is

buffer starting at offset bytes and continuing for length bytes.
glinvalidateBufferData() discards the entire contents of the buffer’s
data store.
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Note that semantically, calling glBufferData() with a NULL pointer does a
very similar thing to calling glInvalidateBufferData(). Both methods will
tell the OpenGL implementation that it is safe to discard the data in the
buffer. However, glBufferData() logically recreates the underlying memory
allocation, whereas glinvalidateBufferData() does not. Depending

on the OpenGL implementation, it may be more optimal to call
glinvalidateBufferData(). Further, glinvalidateBufferSubData() is really
the only way to discard a region of a buffer object’s data store.

Vertex Specification

Now that you have data in buffers, and you know how to write a basic
vertex shader, it’s time to hook the data up to the shader. You've

already read about vertex array objects, which contain information about
where data is located and how it is laid out, and functions like
glVertexAttribPointer(). It’s time to take a deeper dive into vertex
specifications, other variants of glVertexAttribPointer(), and how to
specify data for vertex attributes that aren’t floating point or aren’t enabled.

VertexAttribPointer in Depth

The glVertexAttribPointer() command was briefly introduced in
Chapter 1. The prototype is as follows:

void glVertexAttribPointer(GLuint index, GLint size,
GLenum type, GLboolean normalized,
GLsizei stride, const GLvoid *pointer);

Specifies where the data values for the vertex attribute with location index
can be accessed. pointer is the offset in basic-machine units (i.e.,
bytes)from the start of the buffer object currently bound to the
GL_ARRAY_BUFFER target for the first set of values in the array. size
represents the number of components to be updated per vertex. type
specifies the data type of each element in the array. normalized indicates
that the vertex data should be normalized before being presented to the
vertex shader. stride is the byte offset between consecutive elements in
the array. If stride is zero, the data is assumed to be tightly packed.

The state set by glVertexAttribPointer() is stored in the currently bound
vertex array object (VAO). size is the number of elements in the attribute’s
vector (1, 2, 3, or 4), or the special token GL_BGRA, which should be
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specified when packed vertex data is used. The fype parameter is a token
that specifies the type of the data that is contained in the buffer object.
Table 3.6 describes the token names that may be specified for type and the
OpenGL data type that they correspond to:

Table 3.6 Values of Type for glVertexAttribPointer()

Token Value OpenGL Type

GL_BYTE GLbyte (signed 8-bit bytes)
GL_UNSIGNED_BYTE GLubyte (unsigned 8-bit bytes)
GL_SHORT GLshort (signed 16-bit words)
GL_UNSIGNED_SHORT GLushort (unsigned 16-bit words)
GL_INT GLint (signed 32-bit integers)
GL_UNSIGNED_INT GLuint (unsigned 32-bit integers)
GL_FIXED GLfixed (16.16 signed fixed point)
GL_FLOAT GLfloat (32-bit IEEE single-precision

GL_HALF_FLOAT

GL_DOUBLE

GL_INT_2_10_10_10_REV
GL_UNSIGNED_INT_2_10_10_10_REV

floating point)

GLhalf (16-bit SIESM10
half-precision floating point)

GLdouble (64-bit IEEE
double-precision floating point)

GLuint (packed data)
GLuint (packed data)

Note that while integer types such as GL_SHORT or

GL_UNSIGNED_INT can be passed to the fype argument, this tells OpenGL
only what data type is stored in memory in the buffer object. OpenGL will
convert this data to floating point in order to load it into floating-point
vertex attributes. The way this conversion is performed is controlled by the
normalize parameter. When normalize is GL_FALSE, integer data is simply
typecast into floating-point format before being passed to the vertex
shader. This means that if you place the integer value 4 into a buffer and
use the GL_INT token for the type when normalize is GL_FALSE, the value
4.0 will be placed into the shader. When normalize is GL_TRUE, the data

is normalized before being passed to the vertex shader. To do this, OpenGL
divides each element by a fixed constant that depends on the incoming
data type. When the data type is signed, the following formula is used:

c

=
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Whereas, if the data type is unsigned, the following formula is used:

2c+1

f 2 -1
In both cases, [ is the resulting floating-point value, ¢ is the incoming
integer component, and b is the number of bits in the data type (i.e., 8 for
GL_UNSIGNED_BYTE, 16 for GL_SHORT, and so on). Note that unsigned
data types are also scaled and biased before being divided by the
type-dependent constant. To return to our example of putting 4 into an
integer vertex attribute, we get:

4

f:23271

which works out to about 0.000000009313—a pretty small number!

Integer Vertex Attributes

If you are familiar with the way floating-point numbers work, you’ll

also realize that precision is lost as numbers become very large, and so

the full range of integer values cannot be passed into a vertex shader using
floating-point attributes. For this reason, we have integer vertex attributes.
These are represented in vertex shaders by the int, ivec2, ivec3, or ivec4
types or their unsigned counterparts—uint, uvec2, uvec3, and uvec4.

A second vertex-attribute function is needed in order to pass raw integers
into these vertex attributes—one that doesn’t automatically convert
everything to floating point. This is glVertexAttribIPointer()—the I stands
for integer.

void glVertexAttribIPointer(GLuint index, GLint size,
GLenum type, GLsizei stride,
const GLvoid *pointer);

Behaves similarly to glVertexAttribPointer(), but for vertex attributes
declared as integers in the vertex shader. type must be one of the integer
data type tokens GL_BYTE, GL_UNSIGNED_BYTE, GL_SHORT,
GL_UNSIGNED_SHORT, GL_INT, or GL_UNSIGNED_INT.

Notice that the parameters to glVertexAttribIPointer() are identical to the
parameters to glVertexAttribPointer(), except for the omission of the
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normalize parameter. normalize is missing because it’s not relevant to
integer vertex attributes. Only the integer data type tokens, GL_BYTE,
GL_UNSIGNED_BYTE, GL_SHORT, GL_UNSIGNED_SHORT, GL_INT, and
GL_UNSIGNED_INT may be used for the fype parameter.

Double-Precision Vertex Attributes

The third variant of glVertexAttribPointer() is glVertexAttribLPointer()—
here the L stands for “long”. This version of the function is specifically for
loading attribute data into 64-bit double-precision tloating-point vertex
attributes.

void glVertexAttribLPointer(GLuint index, GLint size,
GLenum type, GLsizei stride,
const GLvoid *pointer);

Behaves similarly to glVertexAttribPointer(), but for vertex attributes
declared as 64-bit double-precision floating-point types in the vertex
shader. type must be GL_DOUBLE.

Again, notice the lack of the normalize parameter. In
glVertexAttribPointer(), normalize was used only for integer data types
that aren’t legal here, and so the parameter is not needed. If GL_DOUBLE
is used with glVertexAttribPointer(), the data is automatically
down-converted to 32-bit single-precision floating-point representation
before being passed to the vertex shader—even if the target vertex attribute
was declared using one of the double-precision types double, dvec2,
dvec3, or dvec4, or one of the double-precision matrix types such as
dmat4. However, with glVertexAttribLPointer(), the full precision of the
input data is kept and passed to the vertex shader.

Packed Data Formats for Vertex Attributes

Going back to the glVertexAttribPointer() command, you will notice that
the allowed values for the size parameter are 1, 2, 3, 4, and the special token
GL_BGRA. Also, the type parameter may take one of the special values
GL_INT_2_10_10_10_REV or GL_UNSIGNED_INT_2_10_10_10_REV, both
of which correspond to the GLuint data type. These special tokens are used
to represent packed data that can be consumed by OpenGL. The
GL_INT_2_10_10_10_REV and GL_UNSIGNED_INT_2_10_10_10_REV
tokens represent four-component data represented as ten bits for each of
the first three components and two for the last, packed in reverse order
into a single 32-bit quantity (a GLuint). GL_BGRA could just have easily
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been called GL_ZYXW.® Looking at the data layout within the 32-bit word,
you would see the bits divided up as shown in Figure 3.3.

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0

w X Y

27

Figure 3.3 Packing of elements in a BGRA-packed vertex attribute

In Figure 3.3, the elements of the vertex are packed into a single 32-bit
integer in the order w, x, y, z—which when reversed is z, y, x, w,or b, g, 1, a
when using color conventions. In Figure 3.4, the coordinates are packed
in the order w, z, y, x, which reversed and written in color conventions is
1,4 b,a.

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0

\+I z Y X

Figure 3.4 Packing of elements in a RGBA-packed vertex attribute

Vertex data may be specified only in the first of these two formats by using
the GL_INT_2_10_10_10_REV or GL_UNSIGNED_INT_2_10_10_10_REV
tokens. When one of these tokens is used as the type parameter to
glVertexAttribPointer(), each vertex consumes one 32-bit word in the
vertex array. The word is unpacked into its components and then
optionally normalized (depending on the value of the normalize parameter
before being loaded into the appropriate vertex attribute. This data
arrangement is particularly well suited to normals or other types of
attributes that can benefit from the additional precision afforded by the
10-bit components but perhaps don’t require the full precision offered by
half-float data (which would take 16-bits per component). This allows the
conservation of memory space and bandwidth, which helps improve
performance.

Static Vertex-Attribute Specification

Remember from Chapter 1 where you were introduced to
glEnableVertexAttribArray() and glDisableVertexAttribArray().

5. Not a valid OpenGL token; just to be clear.
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These functions are used to tell OpenGL which vertex attributes are backed
by vertex buffers. Before OpenGL will read any data from your vertex
buffers, you must enable the corresponding vertex attribute arrays with
glEnableVertexAttribArray(). You may wonder what happens if you don’t
enable the attribute array for one of your vertex attributes. In that case, the
static vertex attribute is used. The static vertex attribute for each vertex is the
default value that will be used for the attribute when there is no enabled
attribute array for it. For example, imagine you had a vertex shader that
would read the vertex color from one of the vertex attributes. Now suppose
that all of the vertices in a particular mesh or part of that mesh had the
same color. It would be a waste of memory and potentially of performance
to fill a buffer full of that constant value for all the vertices in the mesh.
Instead, you can just disable the vertex attribute array and use the static
vertex attribute to specify color for all of the vertices.

The static vertex attribute for each attribute may be specified using one of
glVertexAttrib*() functions. When the vertex attribute is declared as a
floating-point quantity in the vertex shader (i.e., it is of type float, vec2,
vec3, vec4, or one of the floating-point matrix types such as mat4), the
following glVertexAttrib*() commands can be used to set its value.

void glVertexAttrib{1234}{fds}(GLuint index, TYPE values);
void glVertexAttrib{1234}{fds}v(GLuint index,
const TYPE *values);
void glVertexAttrib4{bsifd ub us ui}v(GLuint index,
const TYPE *values);

Specifies the static value for the vertex attribute with index index. For the
non-v versions, up to four values are specified in the x, y, z, and w
parameters. For the v versions, up to four components are sourced from
the array whose address is specified in v and used in place of the x, y, z,
and w components in that order.

All of these functions implicitly convert the supplied parameters

to floating-point before passing them to the vertex shader (unless they’re
already floating-point). This conversion is a simple typecast. That is,

the values are converted exactly as specified as if they had been specified
in a buffer and associated with a vertex attribute by calling
glVertexAttribPointer() with the normalize parameter set to GL_FALSE. For
the integer variants of the functions, versions exist that normalize the
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parameters to the range [0, 1] or [-1, 1] depending on whether the
parameters are signed or unsigned. These are:

void glVertexAttrib4Nub(GLuint index, GLubyte x, GLubyte y,
GLubyte z, GLubyte w);
void glVertexAttrib4N{bsi ub us ui}v(GLuint index,
const TYPE *v);

Specifies a single or multiple vertex-attribute values for attribute index,
normalizing the parameters to the range [0, 1] during the conversion
process for the unsigned variants and to the range [—1, 1] for the signed
variants.

Even with these commands, the parameters are still converted to
floating-point before being passed to the vertex shader. Thus, they are
suitable only for setting the static values of attributes declared with one of
the single-precision floating-point data types. If you have vertex attributes
that are declared as integers or double-precision floating-point variables,
you should use one of the following functions:

void glVertexAttribI{1234}{i ui}(GLuint index, TYPE values);
void glVertexAttribI{123}{i ui}v(GLuint index,
const TYPE *values);
void glVertexAttribI4{bsi ub us ui}v(GLuint index,
const TYPE *values);

Specifies a single or multiple static integer vertex-attribute values for
integer vertex attribute index.

Furthermore, if you have vertex attributes that are declared as one of the
double-precision floating-point types, you should use one of the L variants
of glVertexAttrib*(), which are:

void glVertexAttribL{1234}(GLuint index, TYPE values);
void glVertexAttribL{1234}v(GLuint index, const TYPE *values);

Specifies a single or multiple static vertex-attribute values for
double-precision vertex attribute index.

Both the glVertexAttribI*() and glVertexAttribL*() variants of
glVertexAttrib*() pass their parameters through to the underlying vertex
attribute just as the I versions of glVertexAttribIPointer() do.
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If you use one of the glVertexAttrib*() functions with less components
than there are in the underlying vertex attribute (e.g., you use
glVertexAttrib*() 2f to set the value of a vertex attribute declared

as a vec4), default values are filled in for the missing components. For w,
1.0 is used as the default value, and for y and z, 0.0 is used.® If you use a
function that takes more components than are present in the vertex
attribute in the shader, the additional components are simply discarded.

Note: The static vertex attribute values are stored in the current VAO, not
the program object. That means that if the current vertex shader
has, for example, a vec3 input and you use glVertexAttrib*() 4fv
to specify a four-component vector for that attribute, the fourth
component will be ignored but still stored. If you change the vertex
shader to one that has a vec4 input at that attribute location, the
fourth component specified earlier will appear in that attribute’s
w component.

OpenGL Drawing Commands

Most OpenGL drawing commands start with the word Draw.” The drawing
commands are roughly broken into two subsets—indexed and nonindexed
draws. Indexed draws use an array of indices stored in a buffer object
bound to the GL_ELEMENT_ARRAY_BUFFER binding that is used to
indirectly index into the enabled vertex arrays. On the other hand,
nonindexed draws do not use the GL_ELEMENT_ARRAY_BUFFER at all,
and simply read the vertex data sequentially. The most basic, nonindexed
drawing command in OpenGL is glDrawArrays().

void glDrawArrays(GLenum mode, GLint first, GLsizei count);

Constructs a sequence of geometric primitives using array elements
starting at first and ending at first 4+ count — 1 of each enabled array. mode
specifies what kinds of primitives are constructed and is one of the
primitive mode tokens such as GL_TRIANGLES, GL_LINE_LOOQOP,
GL_LINES, and GL_POINTS.

Similarly, the most basic indexed drawing command is glDrawElements().

6. The lack of a default for x is intentional—you can’t specify values for y, z, or w without also
specifying a value for x.

7. In fact, the only two commands in OpenGL that start with Draw but don’t draw anything
are glDrawBuffer() and glDrawBuffers().
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void glDrawElements(GLenum mode, GLsizei count,
GLenum type, const GLvoid *indices);

Defines a sequence of geometric primitives using count number of
elements, whose indices are stored in the buffer bound to the
GL_ELEMENT_ARRAY_BUFFER buffer binding point (the element array
buffer). indices represents an offset, in bytes, into the element array buffer
where the indices begin. type must be one of GL_UNSIGNED_BYTE,
GL_UNSIGNED_SHORT, or GL_UNSIGNED_INT, indicating the data type
of the indices the element array buffer. mode specifies what kind of
primitives are constructed and is one of the primitive mode tokens, such
as GL_TRIANGLES, GL_LINE_LOOP, GL_LINES, and GL_POINTS.

Each of these functions causes vertices to be read from the enabled
vertex-attribute arrays and used to construct primitives of the type
specified by mode. Vertex-attribute arrays are enabled using
glEnableVertexAttribArray() as described in Chapter 1. glDrawArrays()
just uses the vertices in the buffer objects associated with the enabled
vertex attributes in the order they appear. glDrawElements() uses the
indices in the element array buffer to index into the vertex attribute arrays.
Each of the more complex OpenGL drawing functions essentially builds
functionality on top of these two functions. For example,
glDrawElementsBaseVertex() allows the indices in the element array
buffer to be offset by a fixed amount.

void glDrawElementsBaseVertex(GLenum mode, GLsizei count,
GLenum type,
const GLvoid *indices,
GLint basevertex);

Behaves identically to glDrawElements() except that the ith element
transferred by the corresponding draw command will be taken from
element indices[i] + basevertex of each enabled vertex attribute array.

glDrawElementsBaseVertex() allows the indices in the element array
buffer to be interpreted relative to some base index. For example,

multiple versions of a model (say, frames of an animation) can be stored in
a single set of vertex buffers at different offsets within the buffer.
glDrawElementsBaseVertex() can then be used to draw any frame of that
animation by simply specifying the first index that corresponds to that
frame. The same set of indices can be used to reference every frame.
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Another command that behaves similarly to glDrawElements() is
glDrawRangeElements().

void glDrawRangeElements(GLenum mode, GLuint start,
GLuint end, GLsizei count,
GLenum type,
const GLvoid *indices);

This is a restricted form of glDrawElements() in that it forms a contract
between the application (i.e., you) and OpenGL that guarantees that any
index contained in the section of the element array buffer referenced by
indices and count will fall within the range specified by start and end.

Various combinations of functionality are available through even more
advanced commands—for example, glDrawRangeElementsBaseVertex()
combines the features of glDrawElementsBaseVertex() with the
contractual arrangement of glDrawRangeElements().

void glDrawRangeElementsBaseVertex(GLenum mode,
GLuint start, GLuint end,
GLsizei count,
GLenum type,
const GLvoid *indices,
GLint basevertex);

Forms a contractual agreement between the application similar to that of
glDrawRangeElements(), while allowing the base vertex to be specified in
basevertex. In this case, the contract states that the values stored in the ele-
ment array buffer will fall between start and end before basevertex is added.

Instanced versions of both of these functions are also available. Instancing
will be covered in “Instanced Rendering’”” on Page 128. The instancing com-
mands include glDrawArraysInstanced(), glDrawElementsInstanced(),
and even glDrawElementsInstancedBaseVertex(). Finally, there are two
commands that take their parameters not from your program directly, but
from a buffer object. These are the draw-indirect functions, and to use them,
a buffer object must be bound to the GL_DRAW_INDIRECT_BUFFER
binding. The first is the indirect version of glDrawArrays(),
glDrawArraysIndirect().
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void glDrawArraysIndirect(GLenum mode,
const GLvoid *indirect);

Behaves exactly as glDrawArraysInstanced(), except that the parameters
for the drawing command are taken from a structure stored in the buffer
bound to the GL_DRAW_INDIRECT_BUFFER binding point (the draw
indirect buffer). indirect represents an offset into the draw indirect buffer.
mode is one of the primitive types that is accepted by glDrawArrays().

In glDrawArraysIndirect(), the parameters for the actual draw command
are taken from a structure stored at offset indirect into the draw indirect
buffer. The structure’s declaration in “C” is presented in Example 3.3:

Example 3.3 Declaration of the DrawArraysIndirectCommand
Structure

typedef struct DrawArraysIndirectCommand_t
{

GLuint count;

GLuint primCount;

GLuint first;

GLuint baselInstance;

} DrawArraysIndirectCommand;

The fields of the DrawArraysIndirectCommand structure are interpreted
as if they were parameters to a call to glDrawArraysInstanced(). first and
count are passed directly to the internal function. The primCount field is
the instance count, and the baselnstance field becomes the baselnstance
offset to any instanced vertex attributes (don’t worry, the instanced
rendering commands will be described shortly).

The indirect version of glDrawElements() is glDrawElementsIndirect()
and its prototype is as follows:

void glDrawElementsIndirect(GLenum mode, GLenum type,
const GLvoid * indirect);

Behaves exactly as glDrawElements(), except that the parameters for the
drawing command are taken from a structure stored in the buffer bound
to the GL_DRAW_INDIRECT BUFFER binding point. indirect represents
an offset into the draw indirect buffer. mode is one of the primitive types
that is accepted by glDrawElements(), and type specifies the type of the
indices stored in the element array buffer at the time the draw command
is called.
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As with glDrawArraysIndirect(), the parameters for the draw command in
glDrawElementsIndirect() come from a structure stored at offset indirect
stored in the element array buffer. The structure’s declaration in “C"’ is
presented in Example 3.4:

Example 3.4 Declaration of the DrawElementsIndirectCommand
Structure

typedef struct DrawElementsIndirectCommand_t
{

GLuint count;

GLuint primCount;

GLuint firstIndex;

GLuint baseVertex;

GLuint DbaselInstance;

} DrawElementsIndirectCommand;

As with the DrawArraysIndirectCommand structure, the fields of the
DrawElementsIndirectCommand structure are also interpreted as calls to
the glDrawElementsInstancedBaseVertex() command. count and
baseVertex are passed directly to the internal function. As in
glDrawArraysIndirect(), primCount is the instance count. firstVertex is
used, along with the size of the indices implied by the fype parameter to
calculate the value of indices that would have been passed to
glDrawElementsInstancedBaseVertex(). Again, baselnstance becomes the
instance offset to any instanced vertex attributes used by the resulting
drawing commands.

Now, we come to the drawing commands that do not start with Draw.
These are the multivariants of the drawing commands,
glMultiDrawArrays(), giMultiDrawElements(), and
glMultiDrawElementsBaseVertex(). Each one takes an array of first
parameters, and an array of count parameters acts as if the nonmultiversion
of the function had been called once for each element of the array. For
example, look at the prototype for gIMultiDrawArrays().

void glMultiDrawArrays(GLenum mode, const GLint * first,
const GLint * count, GLsizei primcount);

Draws multiple sets of geometric primitives with a single OpenGL
function call. first and count are arrays of primcount parameters that
would be valid for a call to glDrawArrays().
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Calling gIMultiDrawArrays() is equivalent to the following OpenGL code
sequence:

void glMultiDrawArrays (GLenum mode,

const GLint * first,
const GLint =* count,
GLsizeil primcount)

GLsizei 1i;

for (1 = 0; 1 < primcount; 1++)

{
3

glDrawArrays (mode, first[i], count[i]);

}

Similarly, the multiversion of glDrawElements() is
glMultiDrawElements(), and its prototype is as follows:

void glMultiDrawElements(GLenum mode, const GLint * count,
GLenum type,
const GLvoid * const * indices,
GLsizei primcount);

Draws multiple sets of geometric primitives with a single OpenGL
function call. first and indices are arrays of primcount parameters that
would be valid for a call to glDrawElements().

Calling giMultiDrawElements() is equivalent to the following OpenGL
code sequence:

void glMultiDrawElements (GLenum mode,

const GLsizel =* count,

GLenum type,

const GLvoid * const * indices,
GLsizel primcount) ;

GLsizeil 1i;

for (i1 = 0; 1 < primcount; i++)

{

glDrawElements (mode, count[i], type, indices[i]);

}
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An extension of gIMultiDrawElements() to include a baseVertex parameter
is giMultiDrawElementsBaseVertex(). Its prototype is as follows:

void giMultiDrawElementsBaseVertex(GLenum mode,
const GLint * count,
GLenum type,
const GLvoid * const * indices,
GLsizei primcount,
const GLint * baseVertex);

Draws multiple sets of geometric primitives with a single OpenGL
function call. first, indices, and baseVertex are arrays of primcount
parameters that would be valid for a call to
glDrawElementsBaseVertex().

As with the previously described OpenGL multidrawing commands,
gIlMultiDrawElementsBaseVertex() is equivalent to another code
sequence that ends up calling the nonmultiversion of the function.

void glMultiDrawElementsBaseVertex (GLenum mode,
const GLsizei = count,
GLenum type,
const GLvoid * const * indices,
GLsizeil primcount,
const \GLint * baseVertex) ;

GLsizei 1i;

for (1 = 0; i < primcount; i++)
{
glDrawElements (mode, count[i], type,
indices[i], baseVertex[i]);

}

Finally, if you have a large number of draws to perform and the parameters
are already in a buffer object suitable for use by glDrawArraysIndirect()
or glDrawElementsIndirect(), it is possible to use the multi versions

of these two functions, giIMultiDrawArraysIndirect() and
glMultiDrawElementsIndirect().
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void glMultiDrawArraysIndirect(GLenum mode,
const void * indirect,
GLsizei drawcount,
GLsizei stride);

Draws multiple sets of primitives, the parameters for which are stored in
a buffer object. drawcount independent draw commands are dispatched as
a result of a call to gIMultiDrawArraysIndirect(), and parameters

are sourced from these commands as they would be for
glDrawArraysIndirect(). Each DrawArraysIndirectCommand structure
is separated by stride bytes. If stride is zero, then the data structures are
assumed to form a tightly packed array.

void glMultiDrawElementsIndirect(GLenum mode,
GLenum type,
const void * indirect,
GLsizei drawcount,
GLsizei stride);

Draws multiple sets of primitives, the parameters for which are stored
in a buffer object. drawcount independent draw commands are
dispatched as a result of a call to gIMultiDrawElementsIndirect(), and
parameters are sourced from these commands as they would be for
glDrawElementsIndirect(). Each DrawElementsIndirectCommand
structure is separated by stride bytes. If stride is zero, then the data
structures are assumed to form a tightly packed array.

OpenGL Drawing Exercises

This is a relatively simple example of using a few of the OpenGL drawing
commands covered so far in this chapter. Example 3.5 shows how the data
is loaded into the buffers required to use the draw commands in the
example. Example 3.6 shows how the drawing commands are called.

Example 3.5 Setting up for the Drawing Command Example

// A four vertices

static const GLfloat vertex_positions[] =

{
-1.0f, -1.0£f, 0.0f, 1.0f,
1.0, -1.0f, 0.0f, 1.0f,
-1.0f, 1.0£f, 0.0f, 1.0f,
-1.0£f, -1.0f£, 0.0f, 1.0¢f,
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// Color for each vertex
static const GLfloat vertex_colors[] =
{

1.0f£, 1.0f£, 1.0£, 1.0f,
1.0f, 1.0f, 0.0f, 1.0f,
1.0£, 0.0£, 1.0£, 1.0f,
0.0f, 1.0f, 1.0f, 1.0f

Y

// Three indices (we’'re going to draw one triangle at a time
static const GLushort vertex_indices[] =

// Set up the element array buffer
glGenBuffers(l, ebo);
glBindBuffer (GL_ELEMENT_ ARRAY_BUFFER, ebol[0]);
glBufferData (GL_ELEMENT_ARRAY_BUFFER,
sizeof (vertex_indices), vertex_indices, GL_STATIC_DRAW) ;

// Set up the vertex attributes
glGenVertexArrays(l, wvao);
glBindVertexArray (vao[0]) ;

glGenBuffers(l, vbo);
glBindBuffer (GL_ARRAY_BUFFER, vbo[0]);
glBufferData (GL_ARRAY_BUFFER,
sizeof (vertex_positions) + sizeof (vertex_colors),
NULL, GL_STATIC_DRAW) ;
glBufferSubData (GL_ARRAY_BUFFER, O,
sizeof (vertex_positions), vertex positions);
glBufferSubData (GL_ARRAY_BUFFER,
sizeof (vertex_positions), sizeof (vertex_colors),
vertex_colors) ;

Example 3.6 Drawing Commands Example

// DrawArrays

model_matrix = vmath::translation(-3.0f, 0.0f, -5.0f);
glUniformMatrix4fv (render_model_matrix_loc, 4, GL_FALSE, model_matrix) ;
glDrawArrays (GL_TRIANGLES, 0, 3);

// DrawElements

model_matrix = vmath::translation(-1.0f, 0.0f, -5.0f);
glUniformMatrix4fv (render_model_matrix_loc, 4, GL_FALSE, model_matrix) ;
glDrawElements (GL_TRIANGLES, 3, GL_UNSIGNED_SHORT, NULL) ;

// DrawElementsBaseVertex

model_matrix = vmath::translation(1.0f, 0.0f, -5.0f);
glUniformMatrix4fv (render_model_matrix_loc, 4, GL_FALSE, model_matrix);
glDrawElementsBaseVertex (GL_TRIANGLES, 3, GL_UNSIGNED_SHORT, NULL, 1);
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// DrawArraysInstanced
model_matrix = vmath::translation(3.0f, 0.0f, -5.0f);
glUniformMatrix4fv (render_model_matrix_loc, 4, GL_FALSE, model_matrix);

glDrawArraysInstanced (GL_TRIANGLES, 0, 3, 1);

The result of the program in Examples 3.5 and 3.6 is shown in Figure 3.5.
It’s not terribly exciting, but you can see four similar triangles, each
rendered using a different drawing command.

Figure 3.5 Simple example of drawing commands

Restarting Primitives

As you start working with larger sets of vertex data, you are likely to
find that you need to make numerous calls to the OpenGL drawing
routines, usually rendering the same type of primitive (such as
GL_TRIANGLE_STRIP) that you used in the previous drawing call. Of
course, you can use the giIMultiDraw*() routines, but they require the
overhead of maintaining the arrays for the starting index and length of
each primitive.

OpenGL has the ability to restart primitives within the same drawing
command by specifying a special value, the primitive restart index, which is
specially processed by OpenGL. When the primitive restart index is
encountered in a draw call, a new rendering primitive of the same type is
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started with the vertex following the index. The primitive restart index is
specified by the glPrimitiveRestartIndex() function.

void glPrimitiveRestartIndex(GLuint index);

Specifies the vertex array element index used to indicate that a new
primitive should be started during rendering. When processing of
vertex-array element indices encounters a value that matches index, no
vertex data is processed, the current graphics primitive is terminated, and
a new one of the identical type is started from the next vertex.

As vertices are rendered with one of the glDrawElements() derived
function calls, it can watch for the index specified by
glPrimitiveRestartIndex() to appear in the element array buffer. However,
it watches only for this index to appear if primitive restating is enabled.
Primitive restarting is controlled by calling glEnable() or glDisable() with
the GL_PRIMITIVE_RESTART parameter.

To illustrate, consider the layout of vertices in Figure 3.6, which shows
how a triangle strip would be broken in two by using primitive restarting.
In this figure, the primitive restart index has been set to 8. As the triangles
are rendered, OpenGL watches for the index 8 to be read from the element
array buffer, and when it sees it go by, rather than creating a vertex, it ends
the current triangle strip. The next vertex (vertex 9) becomes the first vertex
of a new triangle strip, and so in this case two triangle strips are created.

Figure 3.6 Using primitive restart to break a triangle strip

The following example demonstrates a simple use of primitive restart—it
draws a cube as a pair of triangle strips separated by a primitive restart
index. Examples 3.7 and 3.8 demonstrate how the data for the cube is
specified and then drawn.

Example 3.7 Intializing Data for a Cube Made of Two Triangle Strips

// 8 corners of a cube, side length 2, centered on the origin
static const GLfloat cube_positions[] =
{

-1.0£, -1.0f£, -1.0f, 1.0f,

-1.0£, -1.0£, 1.0f, 1.0f,

-1.0f£, 1.0f, -1.0f, 1.0f,
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-1.0£, 1.0f, 1.0f, 1.0f,
1.0£, -1.0£f, -1.0£f, 1.0f,
1.0£, -1.0£, 1.0f, 1.0f,
1.0£, 1.0f, -1.0f, 1.0f,
1.0f£, 1.0f, 1.0f, 1.0f

}i

// Color for each vertex
static const GLfloat cube_colors[] =

{

1.0£, 1.0£, 1.0£, 1.0f,
1.0£f, 1.0f£, 0.0£, 1.0f,
1.0£, 0.0f£, 1.0£, 1.0f,
1.0£, 0.0f£, 0.0£, 1.0f,
0.0f, 1.0f, 1.0£, 1.0f,
0.0£, 1.0£, 0.0f£, 1.0f,
0.0£f, 0.0f£, 1.0£, 1.0f,
0.5f£, 0.5f£, 0.5f, 1.0f

Y

// Indices for the triangle strips
static const GLushort cube_indices[] =

{

0, 1, 2, 3, 6, 7, 4, 5, // First strip
0XFFFF, // <<-- This is the restart index
2, 6, 0, 4, 1, 5, 3, 7 // Second strip

}i

// Set up the element array buffer
glGenBuffers(1l, ebo);
glBindBuffer (GL_ELEMENT_ ARRAY_BUFFER, ebo[0]);
glBufferData (GL_ELEMENT_ARRAY_BUFFER,
sizeof (cube_indices),
cube_indices, GL_STATIC_DRAW) ;

// Set up the vertex attributes
glGenVertexArrays (l, wvao);
glBindVertexArray (vao[0]) ;

glGenBuffers(1l, vbo);
glBindBuffer (GL_ARRAY_BUFFER, vbo[0]);
glBufferData (GL_ARRAY_BUFFER,
sizeof (cube_positions) + sizeof (cube_colors),
NULL, GL_STATIC_DRAW) ;
glBufferSubData (GL_ARRAY_BUFFER, O,
sizeof (cube_positions), cube_positions);
glBufferSubData (GL_ARRAY_BUFFER, sizeof (cube_positions),
sizeof (cube_colors), cube_colors);

glVertexAttribPointer (0, 4, GL_FLOAT,
GL_FALSE, 0, NULL);

glVertexAttribPointer (1, 4, GL_FLOAT,
GL_FALSE, O,
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(const GLvoid «)sizeof (cube_positions));
glEnableVertexAttribArray (0) ;
glEnableVertexAttribArray (1) ;

Figure 3.7 shows how the vertex data given in Example 3.7 represents the
cube as two independent triangle strips.

¢ STRIP1 v °® STRIP2

Figure 3.7 Two triangle strips forming a cube

Example 3.8 Drawing a Cube Made of Two Triangle Strips Using
Primitive Restart

// Set up for a glDrawElements call
glBindVertexArray (vao[0]) ;
glBindBuffer (GL_ELEMENT_ARRAY_ BUFFER, ebo[01]);

#if USE_PRIMITIVE_RESTART
// When primitive restart is on, we can call one draw command
glEnable (GL_PRIMITIVE_RESTART) ;
glPrimitiveRestartIndex (0xFFFF) ;
glDrawElements (GL_TRIANGLE_STRIP, 17, GL_UNSIGNED_SHORT, NULL) ;
#else
// Without primitive restart, we need to call two draw commands
glDrawElements (GL_TRIANGLE_STRIP, 8, GL_UNSIGNED_SHORT, NULL) ;
glDrawElements (GL_TRIANGLE_STRIP, 8, GL_UNSIGNED_SHORT,

(const GLvoid *) (9 % sizeof (GLushort)));

#endif

Note: OpenGL will restart primitives whenever it comes across the
current restart index in the element array buffer. Therefore, it’s a
good idea to set the restart index to a value that will not be used in
your code. The default restart index is zero, which is very likely to
appear in your element array buffer. A good value to choose is
2" — 1, where n is the number of bits in your indices (i.e., 16 for
GL_UNSIGNED_SHORT indices and 32 for GL_UNSIGNED_INT
indices). This is very unlikely to be used as a real index. Sticking
with such a standard also means that you don’t need to figure out
the index for every model in your program.
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Instanced Rendering

Instancing, or instanced rendering, is a way of executing the same drawing
commands many times in a row, with each producing a slightly different
result. This can be a very efficient method of rendering a large amount of
geometry with very few API calls. Several variants of already-familiar
drawing functions exist to instruct OpenGL to execute the command
multiple times. Further, various mechanisms are available in OpenGL to
allow the shader to use the instance of the draw as an input, and to be
given new values for vertex attributes per-instance rather than per-vertex.
The simplest instanced rendering call is:

void glDrawArraysInstanced(GLenum mode, GLint first,
GLsizei count, GLsizei primCount);

Draws primCount instances of the geometric primitives specified by mode,
first, and count as if specified by individual calls to glDrawArrays(). The
built-in variable gl_InstanceID is incremented for each instance, and
new values are presented to the vertex shader for each instanced vertex
attribute.

This is the instanced version of glDrawArrays(); note similarity of the two
functions. The parameters of glDrawArraysInstanced() are identical to
those of glDrawArrays(), with the addition of the primCount argument.
This parameter specifies the count of the number of instances that are to be
rendered. When this function is executed, OpenGL will essentially execute
primCount copies of glDrawArrays(), with the mode, first, and count
parameters passed through. There are *Instanced versions of several of the
OpenGL drawing commands, including glDrawElementsInstanced() (for
glDrawElements()) and glDrawElementsInstancedBaseVertex() (for
glDrawElementsBaseVertex()). The glDrawElementsInstanced()
function is defined as:

void glDrawElementsInstanced(GLenum mode, GLsizei count,
GLenum type,
const void* indices,
GLsizei primCount);

Draws primCount instances of the geometric primitives specified by mode,
count and indices as if specified by individual calls to glDrawElements().
As with glDrawArraysInstanced(), the built-in variable g1_InstanceID
is incremented for each instance, and new values are presented to the
vertex shader for each instanced vertex attribute.
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Again, note that the parameters to glDrawElementsInstanced() are
identical to glDrawElements(), with the addition of primCount. Each time
one of the instanced functions is called, OpenGL essentially runs the
whole command as many times as is specified by the primCount parameter.
This on its own is not terribly useful. However, there are two mechanisms
provided by OpenGL that allow vertex attributes to be specified as instanced
and to provide the vertex shader with the index of the current instance.

void glDrawElementsInstancedBaseVertex(GLenum mode,
GLsizei count,
GLenum type,
const void* indices,
GLsizei instanceCount,
GLuint baseVertex);

Draws instanceCount instances of the geometric primitives specified by
mode, count, indices, and baseVertex as if specified by individual calls to
glDrawElementsBaseVertex(). As with glDrawArraysInstanced(), the
built-in variable gl_TInstanceID is incremented for each instance, and
new values are presented to the vertex shader for each instanced vertex
attribute.

Instanced Vertex Attributes

Instanced vertex attributes behave similarly to regular vertex attributes.
They are declared and used in exactly the same way inside the vertex
shader. On the application side, they are also configured in the same way as
regular vertex attributes. That is, they are backed by buffer objects, can be
queried with glGetAttribLocation(), set up using glVertexAttribPointer(),
and enabled and disabled using glEnableVertexAttribArray()

and glDisableVertexAttribArray(). The important new

function that allows a vertex attribute to become instanced is as follows:

void glVertexAttribDivisor(GLuint index, GLuint divisor);

Specifies the rate at which new values of the instanced the vertex
attribute at index are presented to the vertex shader during instanced
rendering. A divisor value of O turns off instancing for the specified
attribute, whereas any other value of divisor indicates that a new value
should be presented to the vertex shader each divisor instances.
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The glVertexAttribDivisor() function controls the rate at which the vertex
attribute is updated. index is the index of the vertex attribute whose divisor
is to be set, and is the same as you would pass into glVertexAttribPointer()
or glEnableVertexAttribArray(). By default, a new value of each enabled
attribute is delivered to each vertex. Setting divisor to zero resets the attribute
to this behavior and makes it a regular, noninstanced attribute. A nonzero
value of divisor makes the attribute instanced and causes a new value to

be fetched from the attribute array once every divisor instances rather than
for every vertex. The index within the enabled vertex attribute array from
which the attribute is taken is then "gfﬁ‘i‘s’z,cf, where instance is the current
instance number and divisor is the value of divisor for the current attribute.
For each of the instanced vertex attributes, the same value is delivered to the
vertex shader for all vertices in the instance. If divisor is two, the value of the
attribute is updated every second instance; if it is three then the attribute
is updated every third instance, and so on. Consider the vertex attributes
declared in Example 3.9, some of which will be configured as instanced.

Example 3.9 Vertex Shader Attributes for the Instancing Example

#version 410 core

// "position" and "normal" are regular vertex attributes
layout (location = 0) in vec4d position;
layout (location = 1) in wvec3 normal;

// Color is a per-instance attribute
layout (location = 2) in wvec4d color;

// model_matrix will be used as a per-instance transformation
// matrix. Note that a mat4 consumes 4 consecutive locations, so
// this will actually sit in locations, 3, 4, 5, and 6.

layout (location = 3) in mat4 model_matrix;

Note that in Example 3.9, there is nothing special about the declaration of
the instanced vertex attributes color and model_matrix. Now consider
the code shown in Example 3.10, which configures a subset of vertex
attributes declared in Example 3.9 as instanced.

Example 3.10 Example Setup for Instanced Vertex Attributes

// Get the locations of the vertex attributes in "prog", which is
// the (linked) program object that we’re going to be rendering

// with. Note that this isn’t really necessary because we specified
// locations for all the attributes in our vertex shader. This code
// could be made more concise by assuming the vertex attributes are
// where we asked the compiler to put them.

int position_loc = glGetAttribLocation(prog, "position");
int normal_loc = glGetAttribLocation (prog, "normal");
int color_loc = glGetAttribLocation (prog, "color");
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int matrix_loc = glGetAttribLocation (prog, "model_matrix");

// Configure the regular vertex attribute arrays -

// position and normal.

glBindBuffer (GL_ARRAY_ BUFFER, position_buffer);
glVertexAttribPointer (position_loc, 4, GL_FLOAT, GL_FALSE, 0, NULL);
glEnableVertexAttribArray (position_loc) ;

glBindBuffer (GL_ARRAY_BUFFER, normal_buffer);

glvertexAttribPointer (normal_loc, 3, GL_FLOAT, GL_FALSE, 0, NULL);
glEnableVertexAttribArray (normal_loc) ;

// Now we set up the color array. We want each instance of our

// geometry to assume a different color, so we’ll just pack colors
// into a buffer object and make an instanced vertex attribute out
// of it.

glBindBuffer (GL_ARRAY_BUFFER, color_buffer);

glVertexAttribPointer (color_loc, 4, GL_FLOAT, GL_FALSE, 0, NULL);
glEnableVertexAttribArray (color_loc) ;

// This is the important bit... set the divisor for the color array
// to 1 to get OpenGL to give us a new value of "color" per-instance
// rather than per-vertex.

glVertexAttribDivisor (color_loc, 1);

// Likewise, we can do the same with the model matrix. Note that a
// matrix input to the vertex shader consumes N consecutive input
// locations, where N is the number of columns in the matrix. So...
// we have four vertex attributes to set up.
glBindBuffer (GL_ARRAY_BUFFER, model_matrix_buffer);
// Loop over each column of the matrix...
for (int 1 = 0; 1 < 4; 1i++)
{

// Set up the vertex attribute

glVertexAttribPointer (matrix_loc + i, // Location
4, GL_FLOAT, GL_FALSE, // vecd
sizeof (mat4), // Stride
(void «) (sizeof (vecd) « 1i)); // Start offset

// Enable it

glEnableVertexAttribArray (matrix_loc + 1i);
// Make it instanced
glVertexAttribDivisor (matrix_loc + i, 1);

}

In Example 3.10, position and normal are regular, noninstanced vertex
attributes. However, color is configured as an instanced vertex attribute
with a divisor of one. This means that each instance will have a new value
for the color attribute (which will be constant across all vertices in the
instance). Further, the model_matrix attribute will also be made
instanced to provide a new model transformation matrix for each instance.
A mat4 attribute is consuming a consecutive location. Therefore, we loop
over each column in the matrix and configure it separately. The remainder
of the vertex shader is shown in Example 3.11.
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Example 3.11 Instanced Attributes Example Vertex Shader

// The view matrix and the projection matrix are constant
// across a draw

uniform mat4 view_matrix;

uniform mat4 projection_matrix;

// The output of the vertex shader (matched to the
// fragment shader)

out VERTEX

{

vec3 normal ;
vecd color;
} vertex;
// Ok, go!

void main (void)

{
// Construct a model-view matrix from the uniform view matrix
// and the per-instance model matrix.
mat4d model_view_matrix = view_matrix * model_matrix;

// Transform position by the model-view matrix, then by the

// projection matrix.

gl_Position = projection_matrix * (model_view matrix =*
position) ;

// Transform the normal by the upper-left-3x3-submatrix of the

// model-view matrix

vertex.normal = mat3 (model_view _matrix) * normal;

// Pass the per-instance color through to the fragment shader.

vertex.color = color;

}

The code to set the model matrices for the instances and then draw the
instanced geometry using these shaders is shown in Example 3.12. Each
instance has its own model matrix, whereas the view matrix (consisting of
a rotation around the y axis followed by a translation in z) is common to
all instances. The model matrices are written directly into the buffer by
mapping it using glMapBuffer(). Each model matrix translates the object
away from the origin and then rotates the translated model around the
origin. The view and projection matrices are simply placed in uniform
variables. Then, a single call to glDrawArraysInstanced() is used to draw
all instances of the model.

Example 3.12 Instancing Example Drawing Code

// Map the buffer
mat4d » matrices = (mat4d )glMapBuffer (GL_ARRAY_BUFFER,
GL_WRITE_ONLY) ;

// Set model matrices for each instance
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for (n = 0; n < INSTANCE_COUNT; n++)

float a 50.0f % float(n) .0f;
float b = 50.0f *« float(n) / 5.0f;
float ¢ = 50.0f  float(n) / 6.0f;

~
=~

w1

matrices[n] = rotation(a + t % 360.0f, 1.0f, 0.0f, 0.0f) =
rotation(b + t % 360.0f, 0.0f, 1.0f, 0.0f) =
rotation(c + t * 360.0f, 0.0f, 0.0f, 1.0f) =«
translation(10.0f + a, 40.0f + b, 50.0f + ¢);

// Done. Unmap the buffer.
glUnmapBuffer (GL_ARRAY_BUFFER) ;

// Activate instancing program
glUseProgram (render_prog) ;

// Set up the view and projection matrices
mat4 view_matrix(translation(0.0f, 0.0f, -1500.0f) =
rotation(t * 360.0f = 2.0f, 0.0f, 1.0f, 0.0f));
matd projection_matrix(frustum(-1.0f, 1.0f,
-aspect, aspect, 1.0f, 5000.0f));

glUniformMatrix4fv(view_matrix_loc, 1,
GL_FALSE, view_matrix);
glUniformMatrix4fv (projection_matrix_loc, 1,
GL_FALSE, projection_matrix);

// Render INSTANCE_COUNT objects

glDrawArraysInstanced (GL_TRIANGLES, 0, object_size, INSTANCE_COUNT) ;

The result of the program is shown in Figure 3.8. In this example,

the constant INSTANCE_COUNT (which is referenced in the code of
Examples 3.10 and 3.12) is 100. One hundred copies of the model are
drawn, each with a different position and a different color. These
models could very easily be trees in a forest, space ships in a fleet, or
buildings in a city.
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Figure 3.8 Result of rendering with instanced vertex attributes

There are some inefficiencies in the example shown in Examples 3.9
through 3.12. Work that will produce the same result across all of the
vertices in an instance will still be performed per-vertex. Sometimes there
are ways to get around this. For example, the computation of
model_view_matrix will evaluate to the same matrix for all vertices
within a single instance. Here, we could avoid this work by using a second
instanced mat4 attribute to carry the per-instance model-view matrix. In
other cases, it may not be possible to avoid this work, but it may be
possible to move it into a geometry shader so that work is performed once
per-primitive rather than once per-vertex, or perhaps use geometry shader
instancing instead. Both of these techniques will be explained in

Chapter 10.

Note: Remember that calling an instanced drawing command is mostly
equivalent to calling its noninstanced counterpart many times
before executing any other OpenGL commands. Therefore,
converting a sequence of OpenGL functions called inside a loop to
a sequence of instanced draw calls will not produce identical
results.

Another example of a way to use instanced vertex attributes is to pack a set
of textures into a 2D array texture and then pass the array slice to be used
for each instance in an instanced vertex attribute. The vertex shader can
then pass the instance’s slice into the fragment shader, which can then
render each instance of the geometry with a different texture.
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It is possible to internally add an offset to the indices used to fetch
instanced vertex attributes from vertex buffers. Similar to the baseVertex
parameter that is available through glDrawElementsBaseVertex(), the
instance offset is exposed through an additional baselnstance parameter in
some versions of the instanced drawing functions. The functions that take
a baselnstance parameter are glDrawArraysInstancedBaseInstance(),
glDrawElementsInstancedBaselnstance(), and
glDrawElementsInstancedBaseVertexBaseInstance(). Their prototypes
are as follows:

void glDrawArraysInstancedBaseInstance(GLenum mode,
GLint first,
GLsizei count,
GLsizei instanceCount,
GLuint baselnstance);

Draws primCount instances of the geometric primitives specified by mode,
first, and count as if specified by individual calls to glDrawArrays(). The
built-in variable gl_InstanceID is incremented for each instance, and
new values are presented to the vertex shader for each instanced vertex
attribute. Furthermore, the implied index used to fetch any instanced
vertex attributes is offset by the value of baselnstance by OpenGL.

void glDrawElementsInstancedBaseInstance(GLenum mode,
GLsizei count,
GLenum type,
const GLvoid * indices,
GLsizei instanceCount,
GLuint baselnstance);

Draws primCount instances of the geometric primitives specified by mode,
count, and indices as if specified by individual calls to glDrawElements().
As with glDrawArraysInstanced(), the built-in variable g1_InstanceID
is incremented for each instance, and new values are presented to the
vertex shader for each instanced vertex attribute. Furthermore, the
implied index used to fetch any instanced vertex attributes is offset by
the value of baselnstance by OpenGL.
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void glDrawElementsInstancedBaseVertexBaseInstance(GLenum mode,
GLsizei count,
GLenum type,
const GLvoid * indices,
GLsizei instanceCount,
GLuint baseVertex,
GLuint baselnstance);

Draws instanceCount instances of the geometric primitives specified by

mode, count, indices, and baseVertex as if specified by individual calls to
glDrawElementsBaseVertex(). As with glDrawArraysInstanced(), the built-in
variable gl_InstancelID is incremented for each instance, and new values are
presented to the vertex shader for each instanced vertex attribute. Furthermore,
the implied index used to fetch any instanced vertex attributes is offset by the
value of baselnstance by OpenGL.

Using the Instance Counter in Shaders

In addition to instanced vertex attributes, the index of the current instance
is available to the vertex shader in the built-in variable g1_InstancelID.
This variable is implicitly declared as an integer. It starts counting from
zero and counts up one each time an instance is rendered.
gl_InstanceID is always present in the vertex shader, even when the
current drawing command is not one of the instanced ones. In those cases,
it will just be zero. The value in g1_InstanceID may be used to index
into uniform arrays, perform texture lookups, as the input to an analytic
function, or for any other purpose.

In the following example, the functionality of Examples 3.9 through 3.12
is replicated by using gl_InstanceID to index into texture buffer objects
(TBOs) rather than through the use of instanced vertex attributes. Here,
the vertex attributes of Example 3.9 are replaced with TBO lookups, and so
are removed from the vertex attribute setup code. Instead, a first TBO
containing color of each instance, and a second TBO containing the model
matrices are created. The vertex attribute declaration and setup code are
the same as in Examples 3.9 and 3.10 (with the omission of the color and
model_matrix attributes, of course). As the instance’s color and model
matrix is now explicitly fetched in the vertex shader, more code is added to
the body of the vertex shader, which is shown in Example 3.13.

Example 3.13 gl_VertexID Example Vertex Shader

// The view matrix and the projection matrix are constant across a draw
uniform mat4d view_matrix;
uniform mat4 projection_matrix;
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// These are the TBOs that hold per-instance colors and per-instance
// model matrices

uniform samplerBuffer color_tbo;

uniform samplerBuffer model_matrix_tbo;

// The output of the vertex shader (matched to the fragment shader)
out VERTEX
{
vec3 normal;
vec4d color;
} vertex;

// Ok, go!

void main (void)

{
// Use gl_InstanceID to obtain the instance color from the color TBO
vecd color = texelFetch(color_tbo, gl_InstancelD);

// Generating the model matrix is more complex because you can'’t
// store mat4 data in a TBO. Instead, we need to store each

// matrix as four vecd variables and assemble the matrix in the
// shader. First, fetch the four columns of the matrix

// (remember, matrices are stored in memory in column-major

// order) .

vecd coll = texelFetch(model_matrix_tbo, gl_InstanceID =* 4);
vecd col2 = texelFetch(model _matrix_tbo, gl_InstanceID * 4 + 1);
vecd col3 = texelFetch(model_matrix_ tbo, gl_InstanceID * 4 + 2);
vecd cold = texelFetch(model matrix_tbo, gl_InstanceID * 4 + 3);

// Now assemble the four columns into a matrix.
mat4d model_matrix = matd (coll, col2, col3, col4d);

// Construct a model-view matrix from the uniform view matrix
// and the per-instance model matrix.
mat4d model_view _matrix = view_matrix x model_matrix;

// Transform position by the model-view matrix, then by the

// projection matrix.

gl_Position = projection_matrix * (model_view _matrix =x
position) ;

// Transform the normal by the upper-left-3x3-submatrix of the

// model-view matrix

vertex.normal = mat3 (model_view_matrix) =* normal;

// Pass the per-instance color through to the fragment shader.

vertex.color = color;

}

To drive the shader of Example 3.13, we need to create and initialize TBOs
to back the color_tbo and model_matrix_tbo samplers rather than
initializing the instanced vertex attributes. However, aside from the
differences in setup code, the program is essentially unchanged.
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Example 3.14 contains the code to set up the TBOs for use with the shader
of Example 3.13.

Example 3.14 Example Setup for Instanced Vertex Attributes

// Get the locations of the vertex attributes in "prog", which is
// the (linked) program object that we’re going to be rendering

// with. Note that this isn’t really necessary because we specified
// locations for all the attributes in our vertex shader. This code
// could be made more concise by assuming the vertex attributes are
// where we asked the compiler to put them.

int position_loc = glGetAttribLocation(prog, "position");

int normal_loc = glGetAttribLocation (prog, "normal");

// Configure the regular vertex attribute arrays - position and normal.
glBindBuffer (GL_ARRAY_BUFFER, position_buffer) ;

glVertexAttribPointer (position_loc, 4, GL_FLOAT, GL_FALSE, 0, NULL);
glEnableVertexAttribArray (position_loc) ;

glBindBuffer (GL_ARRAY_BUFFER, normal_buffer);

glVertexAttribPointer (normal_loc, 3, GL_FLOAT, GL_FALSE, 0, NULL);
glEnableVertexAttribArray (normal_loc) ;

// Now set up the TBOs for the instance colors and model matrices...

// First, create the TBO to store colors, bind a buffer to it and
// initialize its format. The buffer has previously been created
// and sized to store one vec4d per-instance.

glGenTextures (1, &color_tbo) ;

glBindTexture (GL_TEXTURE_BUFFER, color_tbo);

glTexBuffer (GL_TEXTURE_BUFFER, GL_RGBA32F, color_buffer);

// Now do the same thing with a TBO for the model matrices. The
// buffer object (model_matrix_buffer) has been created and sized
// to store one mat4d per-instance.

glGenTextures (1, &model_matrix_tbo) ;

glActiveTexture (GL_TEXTUREL) ;

glBindTexture (GL_TEXTURE_BUFFER, model_matrix_tbo) ;

glTexBuffer (GL_TEXTURE_BUFFER, GL_RGBA32F, model_matrix_buffer) ;

Note that the code in Example 3.14 is actually shorter and simpler than
that in Example 3.10. This is because we have shifted the responsibility for
tetching per-instance data from built-in OpenGL functionality to the
shader writer. This can be seen in the increased complexity of

Example 3.13 relative to Example 3.11. With this responsibility comes
additional power and flexibility. For example, if the number of instances is
small, it may be preferable to use a uniform array rather than a TBO for
data storage, which may increase performance. Regardless, there are very
tew other changes that need to be made to the original example to move
to using explicit fetches driven by g1_InstanceID. In fact, the rendering
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code of Example 3.12 is used intact to produce an identical result to the
original program. The proof is in the screenshot (Figure 3.9).

Figure 3.9 Result of instanced rendering using g1_InstancelID

Instancing Redux

To use a instancing in your program

e Create some vertex shader inputs that you intend to be instanced.
e Set the vertex attribute divisors with glVertexAttribDivisor().

e Use the gl_InstanceID built-in variable in the vertex shader.

e Use the instanced versions of the rendering functions such as
glDrawArraysInstanced()glDrawElementsInstanced(), or
glDrawElementsInstancedBaseVertex().
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Chapter 4

Color, Pixels, and
Framebuffers

Chapter Objectives

After reading this chapter, you'll be able to do the following:

Understand how OpenGL processes and represents the colors in your
generated images.

Identify the types of buffers available in OpenGL, and be able to clear
and control writing to them.

List the various tests and operations on fragments that occur after
fragment shading.

Use alpha blending to render translucent objects realistically.
Use multisampling and antialiasing to remove aliasing artifacts.

Employ occlusion queries and conditional rendering to optimize
rendering.

Create and use framebuffer objects for advanced techniques, and to
minimizing copying of data between buffers.

Retrieve rendered images, and copy pixels from one place to another,
or one framebuffer to another.
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The goal of computer graphics, generally speaking, is to determine the
colors that make up an image. For OpenGL, that image is usually shown in
a window on a computer screen, which itself is made up of a rectangular
array of pixels, each of which can display its own color. This chapter
turther develops how you can use shaders in OpenGL to generate the
colors of the pixels in the framebuffer. We discuss how colors set in an
application directly contribute to a fragment’s color, the processing that
occurs after the completion of the fragment shader, and other techniques
used for improving the generated image. This chapter contains the
following major sections:

e ‘“Basic Color Theory”, which briefly describes the physics of light, and
how colors are represented in OpenGL.

e “Buffers and Their Uses” presents different kinds of buffers, how to
clear them, when to use them, and how OpenGL operates on them.

e “Color and OpenGL” explains how OpenGL processes color in its
pipeline.

e “Multisampling” introduces one of OpenGL’s antialiasing techniques,
and describes how it modfies rasterization.

e ‘“Testing and Operating on Fragments’’ describes the tests and
additional operations that can be applied to individual fragments after
the fragment shader has completed, including alpha blending.

e ‘“Per-Primitive Antialiasing” presents how blending can be used to
smooth the appearance of individual primitives.

e ‘“Framebuffer Objects” explains how to create and render to your own
framebuffers.

e ““Writing to Multiple Renderbuffers Simultaneously’’ describes
rendering to multiple buffers simultaneously.

o “Reading and Copying Pixel Data” explains how OpenGL represents
pixel data and the operations you can use to process is.

e “Copying Pixel Rectangles” discusses how to copy a block of pixels
from one section of the framebuffer to another in OpenGL.

Basic Color Theory

In the physical world, light is composed of photons—in simplest terms,
tiny particles traveling along a straight path! each with their own “color”,

1. Ignoring gravitational effects, of course.
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which in terms of physical quantities, is represented by their wavelength
(or frequency).? Photons that we can see have wavelengths in the visible
spectrum, which ranges from about 390 nanometers (the color violet) to
720 nanometers (the color red). The colors in between form the dominant
colors of the rainbow: violet, indigo, blue, green, yellow, orange, and red.

Your eye is capable of seeing many more colors than the seven that
compose the colors of the rainbow. In fact, what we really see is a mixture
of photons of different wavelengths that combine to form a unique color.
For example, ideal white light is composed of a equal quantities of photons
at all visible wavelengths. By comparison, laser light is monochromatic,
with all the photons having an identical frequency.

So what does this have to do with computer graphics and OpenGL, you
may ask? Modern display devices have a much more restricted range of
colors they can display—only a small portion of the entire visible
spectrum. In fact, the set of colors a device can display is often represented
as its gamut. Most display devices you'll work with while using OpenGL
create their colors using a combination of three primary colors—red, green,
and blue—which form the spectrum of colors that the device can display.
We'll call that the RGB color space, and use a set of three values for each
color. In OpenGL, we'll often pack those three components with a fourth
component alpha (which we discuss later in “Blending’’), which we’ll
predictably call the RGBA color space. In addition to RGB, OpenGL also
supports the sRGB color space. We'll encounter more about sSRGB when we
discuss framebuffer objects and texture maps.

Note: There are many color spaces, like HSV (Hue-Saturation-Value), or
CMYK (Cyan-Magenta-Yellow-Black) . If your data is in a color
space different than RGB, you'll need to convert it from that space
into RGB (or sRGB) to process it with OpenGL.

Unlike light in the physical world, where frequencies and intensities range
continuously, computer framebuffers can only represent a comparatively
small number of discrete values (although usually numbering in the
millions of colors). This quantization of intensities limits the number of
colors we can display. Normally, each component’s intensity is stored
using a certain number of bits (usually called its bit depth), and the sum of
each component’s bit depth (excluding alpha) determines the color
buffer’s depth, which also determines the total number of display colors.

2. A photon’s frequency and wavelength are related by the equation ¢ = v\, where c is the
speed of light (3 x 108meters/second), v is the photon’s frequency, and ) its wavelength. And
for those who want to debate the wave-particle duality of light, we’re always open to that
discussion over a beer.
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For example, a common format for the color buffer is eight bits for each
red, green, and blue. This yields a 24-bit deep color buffer, which is capable
of displaying 2** unique colors. “Data in OpenGL Buffers” in Chapter 3
expanded on the types of buffers that OpenGL makes available and
describes how to control interactions with those buffers.

Buffers and Their Uses

An important goal of almost every graphics program is to draw pictures on
the screen (or into an off-screen buffer). The framebuffer (which is most
often the screen) is composed of a rectangular array of pixels, each capable
of displaying a tiny square of color at that point in the image. After the
rasterization stage, which is where the fragment shader was executed, the
data are not pixels yet—just fragments. Each fragment has coordinate data
that corresponds to a pixel, as well as color and depth values.

As shown in Figure 4.1, the lower-left pixel in an OpenGL window is pixel
(0,0), corresponding to the window coordinates of the lower-left corner of
the 1 x 1 region occupied by this pixel. In general, pixel (x, y) fills the
region bounded by x on the left, x + 1 on the right, y on the bottom, and
y+ 1 on the top.

y window
coordinate

3.0

2.0

Lower left corner —/fo.o 1.0 2.0 3.0  xwindow coordinate
of the window

Figure 4.1 Region occupied by a pixel

As an example of a buffer, let’s look more closely at the color buffer, which
holds the color information that’s to be displayed on the screen. Let’s

say that the screen is 1920 pixels wide and 1080 pixels high and that it’s

a full 24-bit color screen—in other words, that there are 22 (or 16,777,216)
different colors that can be displayed. Since 24 bits translate to 3 bytes

(8 bits per byte), the color buffer in this example has to store at least 3 bytes
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of data for each of the 2,073,600 (1920 x 1080) pixels on the screen. A
particular hardware system might have more or fewer pixels on the physical
screen, as well as more or less color data per pixel. Any particular color
buffer, however, has the same amount of data for each pixel on the screen.

The color buffer is only one of several buffers that hold information about
a pixel. In fact, a pixel may have many color buffers associated with it,
which are called renderbuffers, which we’ll discuss more in “Framebuffer
Obijects”” on Page 180. The framebuffer on a system comprises all of these
buffers, and you can use multiple framebuffers within your application.
With the exception of the primary color buffer, you don't view these other
buffers directly; instead, you use them to perform such tasks as
hidden-surface removal, stenciling, dynamic texture generation, and other
operations.

Within an OpenGL system the following types of buffers are available:
e Color buffers, of which there might be one or several active

e Depth buffer
e Stencil buffer

All of those buffers collectively form the framebuffer, although it’s up to
you to decide which of those buffers you need to use. When your
application starts, you're using the default framebuffer, which is the one
related to the windows of your application. The default framebuffer will
always contain a double-buffered, color buffer. You can create additional
framebuffer objects for doing off-screen rendering.

Your particular OpenGL implementation determines which buffers are
available and how many bits per pixel each buffer holds. Additionally, you
can have multiple visuals, or window types, that also may have different
buffers available. As we describe each of the types of buffers, we'll also cover
ways you can query their capabilities, in terms of data storage and precision.

We now briefly describe the type of data that each buffer type stores, and
then move to discussing operations that you do with each type of buffer.

Color Buffers

The color buffers are the ones to which you usually draw. They contain the
RGB or sRGB color data, and may also contain alpha values for each pixel
in the framebuffer. There may be multiple color buffers in a framebuffer.
The “main”’ color buffer of the default framebuffer is special because it’s
the one associated with your window on the screen and where you will
draw to have your image shown on the screen (assuming you want to
display an image there)—all other color buffers are off screen.

Buffers and Their Uses

145



146

The pixels in a color buffer may store a single color per pixel, or may
logically divide the pixel into subpixels, which enables an antialiasing
technique called multisampling. We discuss multisampling in detail in
“Multisampling’’ on Page 153.

You've already used double buffering for animation. Double buffering is
done by making the main color buffer have two parts: a front buffer that’s
displayed in your window; and a back buffer, which is where you render
the new image. When you swap the buffers (by calling glutSwapBuffers(),
for example), the front and back buffers are exchanged. Only the main
color buffer of the default framebuffer is double buffered.

Additionally, an OpenGL implementation might support stereoscopic
viewing, in which case the color buffer (even if it’s double buffered) will
have left and right color buffers for the respective stereo images.

Depth Buffer

The depth buffer stores a depth value for each pixel, and is used for
determining the visibility of objects in a three-dimensional scene. Depth is
measured in terms of distance to the eye, so pixels with larger depth-buffer
values are overwritten by pixels with smaller values. This is just a useful
convention, however, and the depth buffer’s behavior can be modified as
described in “Depth Test” on Page 163. The depth buffer is sometimes
called the z-buffer (the z comes from the fact that x- and y-values measure
horizontal and vertical displacement on the screen, and the z-value
measures distance perpendicular to the screen).

Stencil Buffer

Finally, the stencil buffer is used to restrict drawing to certain portions of the
screen. Think of it like a cardboard stencil that can be used with a can of
spray paint to make fairly precise painted images. For example, a classic use
is to simulate the view of a rear-view mirror in a car. You render the shape
of the mirror to the stencil buffer, and then draw the entire scene. The
stencil buffer prevents anything that wouldn’t be visible in the mirror from
being drawn. We discuss the stencil buffer in “Stencil Buffer”” on Page 146.

Clearing Buffers

Probably the most common graphics activity after rendering is clearing
buffers. You will probably do it once per frame (at least), and as such,
OpenGL tries to optimize that operation by clearing all of the active
buffers at the same time. As you've seen in our examples, we set the value
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that each type of buffer should be initialized to in init() (if we don’t use
the default values), and then clear all the buffers we need.

The following commands set the clearing values for each buffer:

void glClearColor(GLclampf red, GLclampf green,
GLclampf blue, GLclampf alpha);

void glClearDepth(GLclampd depth);

void glClearDepthf(GLclampf depth);

void glClearStencil(GLint s);

Specifies the current clearing values for the active color buffers, the depth
buffer, and the stencil buffer. The GLclampf and GLclampd types
(clamped GLfloat and clamped GLdouble) are clamped to be between 0.0
and 1.0. The default depth-clearing value is 1.0; all the other default
clearing values are 0. The values set with the clear commands remain in
effect until they’re changed by another call to the same command.

After you've selected your clearing values and you're ready to clear the
buffers, use glClear().

void glClear(GLbitfield mask);

Clears the specified buffers. The value of mask is the bitwise logical OR of
some combination of GL_COLOR_BUFFER _BIT, GL_DEPTH_BUFFER_BIT,
and GL_STENCIL_BUFFER_BIT to identify which buffers are to be cleared.
GL_COLOR_BUFFER_BIT clears the RGBA color buffer, and all the color
buffers that are enabled for writing (see “Selecting Color Buffers for
Writing and Reading’’ on Page 195). The pixel ownership test, scissor test,
and dithering, if enabled, are applied to the clearing operation, as are
masking operations as specified by glColorMask(). The depth and stencil
tests, however, do not affect the operation of glClear().

Masking Buffers
Before OpenGL writes data into the enabled color, depth, or stencil buffers,

a masking operation is applied to the data, as specified with one of the
following commands:

Buffers and Their Uses
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void glColorMask(GLboolean red, GLboolean green,
GLboolean blue, GLboolean alpha);

void glColorMaski(GLuint buffer, GLboolean red,
GLboolean green, GLboolean blue,
GLboolean alpha);

void glDepthMask(GLboolean flag);

void glStencilMask(GLboolean mask);

void glStencilMaskSeparate(GLenum face, GLuint mask);

Sets the masks used to control writing into the indicated buffers.

If flag is GL_TRUE for glDepthMask(), the depth buffer is enabled for
writing; otherwise, it’s disabled. The mask for glStencilMask() is used for
stencil data with a one in a bit in the mask indicating that writing to bit
in a pixel’s stencil value is enabled; a zero indicated that writing is
disabled.

The default values of all the GLboolean masks are GL_TRUE, and the
default values for the GLuint masks are all ones.

glStencilMaskSeparate() provides different stencil mask values for front-
and back-facing polygons.

glColorMaski() allows setting of the color mask for an individual buffer
specified by buffer when rendering to multiple color buffers.

Note: The mask specified by glStencilMask() controls which stencil
bitplanes are written. This mask isn’t related to the mask that’s
specified as the third parameter of glStencilFunc(), which specifies
which bitplanes are considered by the stencil function.

Color and OpenGL

How do we use color in OpenGL? As you've seen, it’s the job of the
fragment shader to assign a fragment’s color. There are many ways this can
be done.

e The fragment shader can generate the fragment’s color without using
any “external’ data (i.e., data passed into the fragment shader). A very
limited example of this was done in our shaders from Chapter 1 where
we assigned a constant color to each fragment.

e Additional color data could be provided with each input vertex,
potentially modified by another shading stage (e.g., vertex shading),
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and passed to the fragment shader, which uses that data to determine a
color. We'll demonstrate that in “Vertex Colors” on Page 150 in this
chapter.

e Supplemental data—but not specifically colors—could be provided to
the fragment shader and used in a computation that generates a color
(we'll use this technique in Chapter 7, “Light and Shadow"’).

e External data, like a digital image, can be referenced in a fragment
shader, which can look up colors (or other data values as well). Such
data are stored in a texture map, yielding a technique called texture
mapping, which we describe in Chapter 6, “Textures”.

Color Representation and OpenGL

Before we analyze those techniques in depth, let’s discuss how OpenGL
internally works with colors. We know that the framebuffer requires red,
green, and blue values to specify a color for a pixel, so hopefully it’s clear
that we’ll need to provide enough information to the fragment shader to
generate those values.

In the most common cases, OpenGL internally represents a color
component as a floating-point value and maintains its precision until that
value is stored in the framebuffer. Put another way, unless you specify
otherwise, a fragment shader will receive its inputs as floating-point
values, which it assigns to its fragment’s color, and those values are
expected to be in the range [0.0, 1.0]—what we'll called a normalized value.?
That color, as it’s written into the framebuffer, will be mapped into the
range of values the framebuffer can support. For instance, if the
framebuffer once again has eight bits for each of red, green, and blue, the
possible range for any color component is [0, 255].

Your application can provide data into OpenGL in almost any basic “C"”
data type (e.g., int, or £loat). You have the choice of requesting OpenGL
automatically convert nonfloating-point values into normalized
tloating-point values. You do this with the glVertexAttribPointer() or
glVertexAttribN*() routines, where OpenGL will convert the values from
the input data type into the suitable normalized-value range (depending
on whether the input data type was signed or unsigned). Table 4.1
describes how those data values are converted.

3. Signed normalized values are clamped to the range [-1.0, 1.0].
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Table 4.1 Converting Data Values to Normalized Floating-Point Values

OpenGL OpenGL Minimum Min Value Maximum Max Value
Type Enum Value Maps to  Value Maps to
GLbyte GL_BYTE —128 —-1.0 127 1.0
GLshort GL_SHORT —32,768 —-1.0 32,767 1.0

GLint GL_INT —2,147,483,648 —1.0 2,147,483,647 1.0
GLubyte GL_UNSIGNED_BYTE 0 0.0 255 1.0
GLushort GL_UNSIGNED_SHORT 0O 0.0 65,535 1.0

GLint GL_UNSIGNED_INT 0 0.0 4,294,967,295 1.0
GLfixed GL_FIXED —32,767 —-1.0 32,767 1.0

Vertex Colors

Let’s take a closer look at specifying color data with a vertex. Recall from
Chapter 1 that vertices can have multiple data values associated with
them, and colors can be among them. As with any other vertex data, the
color data must be stored in a vertex-buffer object. In Example 4.1, we
interleave the vertices’ color and position data, and use an integer-valued
type to illustrate having OpenGL normalize our values.

Example 4.1 Specifying Vertex Color and Position Data: gouraud.cpp

J11707007777770707777777777777777777777777777777777777777777777777777777
/7

// Gouraud.cpp

//

L1717 77000777 777070777 7777777777777777777777777777777777777777777177777

#include <iostream>
using namespace std;

#include "vgl.h"
#include "LoadShaders.h"

enum VAO_IDs { Triangles, NumVAOs };
enum Buffer IDs { ArrayBuffer, NumBuffers };
enum Attrib_IDs { vPosition = 0, vColor = 1 };

GLuint VAOs [NumVAOs] ;
GLuint Buffers[NumBuffers];

const GLuint NumVertices = 6;
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// i
//

void
init

{

Exam

nit

(void)

glGenVertexArrays (NumVAOs, VAOs) ;
glBindVertexArray (VAOs [Triangles]) ;

struct VertexData {
GLubyte color([4];
GLfloat position([4];
}i

VertexData vertices[NumVertices] = {
{{ 255, 0, 0, 255 3}, { -0.90, -0.90 }}, // Triangle 1
{{ 0, 255, 0, 255 3}, { 0.85, -0.90 }},
{{ 0, 0, 255, 255 3}, { -0.90, 0.85 }}
{{ 10, 10, 10, 255 3}, { 0.90, -0.85 }}, // Triangle 2
{{ 100, 100, 100, 255 3}, { 0.90, 0.90 }}
{{ 255, 255, 255, 255 1}, { -0.85, 0.90 }}

}i

glGenBuffers (NumBuffers, Buffers);

glBindBuffer (GL_ARRAY_ BUFFER, Buffers[ArrayBuffer]);

glBufferData (GL_ARRAY_BUFFER, sizeof (vertices),
vertices, GL_STATIC_DRAW) ;

ShaderInfo shaders([] = {
{ GL_VERTEX_SHADER, "gouraud.vert" },
{ GL_FRAGMENT_SHADER, "gouraud.frag" },
{ GL_NONE, NULL }

}i

GLuint program = LoadShaders (shaders) ;
glUseProgram (program) ;

glVertexAttribPointer (vColor, 4, GL_UNSIGNED_BYTE,
GL_TRUE, sizeof (VertexData),
BUFFER_OFFSET (0) ) ;
glVertexAttribPointer (vPosition, 2, GL_FLOAT,
GL_FALSE, sizeof (VertexData),
BUFFER_OFFSET (sizeof (vertices[0].color)));

glEnableVertexAttribArray (vColor) ;
glEnableVertexAttribArray (vPosition) ;

ple 4.1 is only a slight modification of our example from Chapter 1,

triangles.cpp. First, we created a simple structure VertexData that
encapsulates all of the data for a single vertex: an RGBA color for the
vertex, and its spatial position. Like before, we packed all the data into an
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array that we'll load into our vertex buffer object. As there are now two
vertex attributes for our vertex data, we needed to add a second vertex
attribute pointer to address the new vertex colors so we can work with that
data in our shaders. For the vertex colors, we also ask OpenGL to
normalize our colors by setting the fourth parameter to GL_TRUE.

To use our vertex colors, we need to modify our shaders to take the new
data into account. First, let’s look at the vertex shader:

Example 4.2 A Simple Vertex Shader for Gouraud Shading
#version 330 core

layout (location
layout (location

0) in vec4d4 vPosition;
1) in vec4 vColor;

out vecd color;

void

main ()

{
color = vColor;
gl_Position = vPosition;

}

Modifying our vertex shader in Example 4.2 to use the new vertex colors is
straightforward. We added new input and output variables: vColor, and
color to complete the plumbing for getting our vertex colors into and out
of our vertex shader. In this case, we'll simply pass through our color data
for use in the fragment shader.

Example 4.3 A Simple Fragment Shader for Gouraud Shading
#version 330 core
in vec4d color;
out vec4d fColor;

void
main ()
{

fColor = color;

}

The fragment shader in Example 4.3, looks pretty simple as well; just
assigning the shader’s input color to the fragment’s output color. However,
what's different is that the colors passed into the fragment shader don't
come directly from the immediately preceding shader stage (i.e., the vertex
shader), but from the rasterizer.
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Rasterization

Within the OpenGL pipeline, between the vertex shading stages (vertex,
tessellation, and geometry shading) and fragment shading, is the rasterizer.
Its job is to determine which screen locations are covered by a particular
piece of geometry (point, line, or triangle). Knowing those locations, along
with the input vertex data, the rasterizer linearly interpolates the data
values for each varying variable in the fragment shader and sends those
values as inputs into your fragment shader. This process of linear
interpolation when applied to color values has a special name in computer
graphics: Gouraud shading.* Colors are not the only values that are
interpolated across a geometric primitive. We’ll see in Chapter 7, “Light
and Shadow"’ that a quantity called the surface normal can also be
interpolated, as are texture coordinates used with texture mapping
(described in Chapter 6, “Textures”).

Note: How an OpenGL implementation rasterizes and interpolates
values is platform-dependent; you should not expect that different
platforms will interpolate values identically.

While rasterization starts a fragment’s life, and the computations done in
the fragment shader are essential in computing the fragment’s final color,
it's by no means all the processing that can be applied to a fragment. In the
next sections, we'll describe the tests and operations that are applied to
each fragment in its travels to becoming a pixel in the framebuffer.

Multisampling

Multisampling is a technique for smoothing the edges of geometric
primitives—commonly known as antialiasing. There are many ways to do
antialiasing, and OpenGL supports different methods for supporting
antialiasing. Other methods require some techniques we haven't discussed
yet, so we'll defer that conversation until “Per-Primitive Antialiasing’’ on
Page 178.

Multisampling works by sampling each geometric primitive multiple times
per pixel. Instead of keeping a single color (and depth and stencil values, if
present) for each pixel, multisampling uses multiple samples, which are
like mini-pixels, to store color, depth, and stencil values at each sample
location. When it comes time to present the final image, all of the samples

4. When all of the color values for a primitive’s vertices are the same, each fragment will receive
the same color value. This is called flat shading.
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for the pixel are resolved to determine the final pixel’s color. Aside from a
little initialization work, and turning on the feature, multisampling
requires very little modification to an application.

Your application begins by requesting a multisampled buffer (which is
done when creating your window). You can determine if the request was
successful (as not all implementations support multisampling) by querying
GL_SAMPLE_BUFFERS using glGetIntegerv(). If the value is one, then
multisampled rasterization can be used; if not, then single-sample
rasterization just like normal will be used. To engage multisampling during
rendering, call glEnable() with GL_MULTISAMPLE. Since multisampling
takes additional time in rendering each primitive, you may not always
want to multisample all of your scene’s geometry.

Next, it’s useful to know how many samples per pixel will be used when
multisampling, which you can determine by calling glGetIntegerv() with
GL_SAMPLES. This value is useful if you wish to know the sample
locations within a pixel, which you can find using the
glGetMultisampletfv() function.

void glGetMultisamplefv(GLenum pname, GLuint index,
GLfloat *val);

With pname set to GL_SAMPLE_POSITION, glGetMultisamplefv() will
return the location of sample index as a pair of floating-point values in
val. The locations will be in the range [0, 1], representing the sample’s
offset from the pixel’s lower-left corner.

A GL_INVALID_VALUE error is generated if index is greater than or equal
to the number of samples supported (as returned by a call to
glGetIntegerv() when passed GL_SAMPLES).

From within a fragment, you can get the same information by reading the
value of g1_SamplePosition. Additionally, you can determine which
sample your fragment shader is processing by using the gl_SampleID
variable.

With multisampling only enabled, the fragment shader will be executed as
normal, and the resulting color will be distributed to all samples for the
pixels. That is, the color value will be the same, but each sample will
receive individual depth and stencil values from the rasterizer. However, if
your fragment shader uses either of the previously mentioned
gl_samplex variables, or modifies any of its shader input variables with
the sample keyword, the fragment shader will be executed multiple times
for that pixel, once for each active sample location.
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Example 4.4 A Multisample-Aware Fragment Shader

#version 430 core
sample in vec4 color;
out vec4d fColor;

void main ()
{
fColor = color;

}

The simple addition of the sample keyword in Example 4.4 causes each
instance of the sample shader (which is the terminology used when a
fragment shader is executed per sample) to receive slightly different values
based on the sample’s location. Using these, particularly when sampling a
texture map, will provide better results.

Sample Shading

If you can’t modify a fragment shader to use the sample keyword (e.g.,
you're creating a library that accepts shaders created by another
programmer), you can have OpenGL do sample shading by passing
GL_SAMPLE_SHADING to glEnable(). This will cause unmodified
fragment shader in variables to be interpolated to sample locations
automatically.

In order to control the number of samples that receive unique
sample-based interpolated values to be evaluated in a fragment shader, you
can specify the minimum-sample-shading ratio with
gIMinSampleShading().

void gIMinSampleShading(GLfloat value);

Specifies the fraction of samples per pixels that should be individually
shaded. value specifies the ratio of samples to be shaded over total
samples, and is clamped to the range [0, 1], with 1.0 representing each
sample receives a unique set of sample data.

You might ask why specify a fraction, as compared to an absolute number
of samples? Various OpenGL implementations may have differing
numbers of samples per pixel. Using a fraction-based approach reduces the
need to test multiple sample configurations.
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Additionally, multisampling using sample shading can add a lot more
work in computing the color of a pixel. If your system has four samples per
pixels, you've quadrupled the work per pixel in rasterizing primitives,
which can potentially hinder your application’s performance.
gIMinSampleShading() controls how many samples per pixel receive
individually shaded values (i.e., each executing its own version of the
bound fragment shader at the sample location). Reducing the
minimum-sample-shading ratio can help improve performance in
applications bound by the speed at which it can shade fragments.

We'll visit multisampling again in “Testing and Operating on Fragments”
on Page 156, because a fragment’s alpha value can be modified by the
results of shading at sample locations.

Testing and Operating on Fragments

When you draw geometry on the screen, OpenGL starts processing it by
executing the currently bound vertex shader; then the tessellation, and
geometry shaders, if they’re bound; and then assembles the final geometry
into primitives that get sent to the rasterizer, which figures out which
pixels in the window are affected. After OpenGL determines that an
individual fragment should be generated, its fragment shader is executed,
and then several processing stages, which control how and whether the
fragment is drawn as a pixel into the framebuffer, remain. For example, if
the fragment is outside a rectangular region or if it’s farther from the
viewpoint than the pixel that’s already in the framebuffer, its processing is
stopped, and it’s not drawn. In another stage, the fragment’s color is
blended with the color of the pixel already in the framebuffer.

This section describes both the complete set of tests that a fragment must
pass before it goes into the framebuffer and the possible final operations
that can be performed on the fragment as it’s written. Most of these tests
and operations are enabled and disabled using glEnable() and glDisable(),
respectively. The tests and operations occur in the following order—if a
fragment is eliminated in an enabled earlier test, none of the later enabled
tests or operations are executed:

1. Scissor test
Multisample fragment operations

Stencil test

W

Depth test
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5. Blending
6. Dithering

7. Logical operations

All of these tests and operations are described in detail in the following
subsections.

Note: As we'll see in “Framebuffer Objects”” on Page 180, we can render
into multiple buffers at the same time. For many of the fragment
tests and operations, they can be controlled on a per-buffer basis,
as well as for all of the buffers collectively. In many cases, we
describe both the OpenGL function that will set the operation for
all buffers, as well as the routine for affecting a single buffer. In
most cases, the single buffer version of a function will have an i’
appended to the function’s name.

Scissor Test

The first additional test you can enable to control fragment visibility is the
scissor test. The scissor box is a rectangular portion of your window and
restricts all drawing to its region. You specify the scissor box using the
glScissor() command, and enable the test by specifying GL_SCISSOR_TEST
with glEnable(). If a fragment lies inside the rectangle, it passes the scissor
test.

void glScissor(GLint x, GLint y, GLsizei width, GLsizei height);

Sets the location and size of the scissor rectangle (also known as the
scissor box). The parameters define the lower left corner (x, y) and the
width and height of the rectangle. Pixels that lie inside the rectangle pass
the scissor test. Scissoring is enabled and disabled by passing
GL_SCISSOR_TEST to glEnable() and glDisable(). By default, the
rectangle matches the size of the window and scissoring is disabled.

All rendering—including clearing the window—is restricted to the scissor
box if the test is enabled (as compared to the viewport, which doesn’t limit
screen clears). To determine whether scissoring is enabled and to obtain
the values that define the scissor rectangle, you can use GL_SCISSOR_TEST
with gllsEnabled() and GL_SCISSOR_BOX with glGetIntegerv().
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Multisample Fragment Operations

By default, multisampling calculates fragment coverage values that are
independent of alpha. However, if you glEnable() one of the following
special modes, then a fragment’s alpha value is taken into consideration
when calculating the coverage, assuming that multisampling itself is
enabled and that there is a multisample buffer associated with the
framebuffer. The special modes are as follows:

e GL_SAMPLE_ALPHA_TO_COVERAGE uses the alpha value of the
fragment in an implementation-dependent manner to compute the
final coverage value.

e GL_SAMPLE_ALPHA_TO_ONE sets the fragment’s alpha value the
maximum alpha value, and then uses that value in the coverage
calculation.

e GL_SAMPLE_COVERAGE uses the value set with the
glSampleCoverage() routine, which is combined (ANDed) with the
calculated coverage value. Additionally, the generated sample mask can
be inverted by setting the invert flag with the glSampleCoverage()
routine.

void glSampleCoverage(GLfloat value, GLboolean invert);

Sets parameters to be used to interpret alpha values while computing
multisampling coverage. value is a temporary coverage value that is used
it GL_SAMPLE_COVERAGE or GL_SAMPLE_ALPHA_TO_COVERAGE has
been enabled. invert is a Boolean that indicates whether the temporary
coverage value ought to be bitwise inverted before it is used (ANDed)
with the fragment coverage.

o GL_SAMPLE_MASK specifies an exact bit-representation for the
coverage mask (as compared to it being generated by the OpenGL
implementation). This mask is once again ANDed with the sample
coverage for the fragment. The sample mask is specified using the
glSampleMaski() function.
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void glSampleMaski(GLuint index, GLbitfield mask);

Sets one 32-bit word of the sample mask, mask. The word to set is
specified by index and the new value of that word is specified by mask. As
samples are written to the framebuffer, only those whose corresponding
bits in the current sample mask will be updated and the rest will be
discarded.

The sample mask can also be specified in a fragment shader by writing to
the g1_SampleMask variable. Details of using g1_SampleMask are covered
in “Built-in GLSL Variables and Functions”’.

Stencil Test

The stencil test takes place only if there is a stencil buffer, which you need
to request when your window is created. (If there is no stencil buffer, the
stencil test always passes.) Stenciling applies a test that compares a
reference value with the value stored at a pixel in the stencil buffer.
Depending on the result of the test, the value in the stencil buffer can be
modified. You can choose the particular comparison function used, the
reference value, and the modification performed with the glStencilFunc()
and glStencilOp() commands.

void glStencilFunc(GLenum func, GLint ref, GLuint mask);
void glStencilFuncSeparate(GLenum face, GLenum func,
GLint ref, GLuint mask);

Sets the comparison function (func), the reference value (ref), and a mask
(mask) for use with the stencil test. The reference value is compared with
the value in the stencil buffer using the comparison function, but the
comparison applies only to those bits for which the corresponding bits of
the mask are 1. The function can be GL_NEVER, GL_ALWAYS, GL_LESS,
GL_LEQUAL, GL_EQUAL, GL_GEQUAL, GL_GREATER, or
GL_NOTEQUAL.

If it’s GL_LESS, for example, then the fragment passes if ref is less than the
value in the stencil buffer. If the stencil buffer contains s bitplanes, the
low-order s bits of mask are bitwise ANDed with the value in the stencil
buffer and with the reference value before the comparison is performed.
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The masked values are all interpreted as nonnegative values. The stencil
test is enabled and disabled by passing GL_STENCIL_TEST to glEnable()
and glDisable(). By default, func is GL_ALWAYS, ref is zero, mask is all
ones, and stenciling is disabled.

glStencilFuncSeparate() allows separate stencil function parameters to
be specified for front- and back-facing polygons (as set with
glCullFace()).

void glIStencilOp(GLenum fail, GLenum zfail, GLenum zpass);
void glStencilOpSeparate(GLenum face, GLenum fail,
GLenum zfail, GLenum zpass);

Specifies how the data in the stencil buffer is modified when a fragment
passes or fails the stencil test. The three functions fail, zfail, and zpass can
be GL_KEEP, GL_ZERO, GL_REPLACE, GL_INCR, GL_INCR_WRAP,
GL_DECR, GL_DECR_WRAP, or GL_INVERT. They correspond to keeping
the current value, replacing it with zero, replacing it with the reference
value, incrementing it with saturation, incrementing it without
saturation, decrementing it with saturation, decrementing it without
saturation, and bitwise-inverting it. The result of the increment and
decrement functions is clamped to lie between zero and the maximum
unsigned integer value (2° — 1 if the stencil buffer holds s bits).

The fail function is applied if the fragment fails the stencil test; if it
passes, then zfail is applied if the depth test fails and zpass is applied if
the depth test passes, or if no depth test is performed. By default, all three
stencil operations are GL_KEEP.

glStencilOpSeparate() allows separate stencil tests to be specified for
front- and back-facing polygons (as set with glCullFace()).

“With saturation” means that the stencil value will clamp to extreme
values. If you try to decrement zero with saturation, the stencil value
remains zero. “Without saturation” means that going outside the indicated
range wraps around. If you try to decrement zero without saturation, the
stencil value becomes the maximum unsigned integer value (quite large!).

Stencil Queries

You can obtain the values for all six stencil-related parameters by using the
query function glGetIntegerv() and one of the values shown in Table 4.2.
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You can also determine whether the stencil test is enabled by passing
GL_STENCIL_TEST to glIsEnabled().

Table 4.2 Query Values for the Stencil Test

Query Value Meaning

GL_STENCIL_FUNC stencil function

GL_STENCIL_REF stencil reference value
GL_STENCIL_VALUE_MASK stencil mask

GL_STENCIL_FAIL stencil fail action
GL_STENCIL_PASS_DEPTH_FAIL stencil pass and depth buffer fail action
GL_STENCIL_PASS_DEPTH_PASS stencil pass and depth buffer pass action

Stencil Examples

Probably the most typical use of the stencil test is to mask out an
irregularly shaped region of the screen to prevent drawing from occurring
within it. To do this, fill the stencil mask with zeros, and then draw the
desired shape in the stencil buffer with ones. You can’t draw geometry
directly into the stencil buffer, but you can achieve the same result by
drawing into the color buffer and choosing a suitable value for the zpass
tunction (such as GL_REPLACE). Whenever drawing occurs, a value is also
written into the stencil buffer (in this case, the reference value). To prevent
the stencil-buffer drawing from affecting the contents of the color buffer,
set the color mask to zero (or GL_FALSE). You might also want to disable
writing into the depth buffer. After you've defined the stencil area, set the
reference value to one, and set the comparison function such that the
fragment passes if the reference value is equal to the stencil-plane value.
During drawing, don’t modity the contents of the stencil planes.

Example 4.5 Using the Stencil Test: stencil.c

void
init (void)
{

...// Set up our vertex arrays and such

// Set the stencil’s clear value
glClearStencil (0x0) ;

glEnable (GL_DEPTH_TEST) ;
glEnable (GL_STENCIL_TEST) ;
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// Draw a sphere in a diamond-shaped section in the
// middle of a window with 2 tori.

void
display(void)
{
glClear (GL_COLOR_BUFFER_BIT | GL_DEPTH_BUFFER_BIT) ;

// draw sphere where the stencil is 1
glStencilFunc (GL_EQUAL, O0x1, 0x1);
glStencilOp (GL_KEEP, GL_KEEP, GL_KEEP) ;
drawSphere () ;

// draw the tori where the stencil is not 1
glStencilFunc (GL_NOTEQUAL, O0Ox1, 0x1);
drawTori () ;

}

// Whenever the window is reshaped, redefine the
// coordinate system and redraw the stencil area.

void
reshape (int width, int height)

{
glViewport (0, 0, width, height);

// create a diamond shaped stencil area

glClear (GL_STENCIL_BUFFER_BIT) ;

glStencilFunc (GL_ALWAYS, Ox1, 0x1);

glStencilOp (GL_REPLACE, GL_REPLACE, GL_REPLACE);

drawMask () ;

}

Example 4.5 demonstrates how to use the stencil test in this way. Two tori
are drawn, with a diamond-shaped cutout in the center of the scene. Within
the diamond-shaped stencil mask, a sphere is drawn. In this example,
drawing into the stencil buffer takes place only when the window is
redrawn, so the color buffer is cleared after the stencil mask has been created.

The following examples illustrate other uses of the stencil test.

1. Capping—Suppose you're drawing a closed convex object (or several of
them, as long as they don't intersect or enclose each other) made up of
several polygons, and you have a clipping plane that may or may not
slice off a piece of it. Suppose that if the plane does intersect the
object, you want to cap the object with some constant-colored surface,
rather than see the inside of it. To do this, clear the stencil buffer to
zeros, and begin drawing with stenciling enabled and the stencil
comparison function set always to accept fragments. Invert the value
in the stencil planes each time a fragment is accepted.
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After all the objects are drawn, regions of the screen where no capping
is required have zeros in the stencil planes, and regions requiring
capping are nonzero. Reset the stencil function so that it draws only
where the stencil value is nonzero, and draw a large polygon of the
capping color across the entire screen.

2. Stippling—Suppose you want to draw an image with a stipple pattern.
You can do this by writing the stipple pattern into the stencil buffer
and then drawing conditionally on the contents of the stencil buffer.
After the original stipple pattern is drawn, the stencil buffer isn’t
altered while drawing the image, so the object is stippled by the
pattern in the stencil planes.

Depth Test

For each pixel on the screen, the depth buftfer keeps track of the distance
between the viewpoint and the object occupying that pixel. Then, if the
specified depth test passes, the incoming depth value replaces the value
already in the depth buffer.

The depth buffer is generally used for hidden-surface elimination. If a new
candidate color for that pixel appears, it’s drawn only if the corresponding
object is closer than the previous object. In this way, after the entire scene
has been rendered, only objects that aren’t obscured by other items
remain. Initially, the clearing value for the depth buffer is a value that’s as
tar from the viewpoint as possible, so the depth of any object is nearer
than that value. If this is how you want to use the depth buffer, you simply
have to enable it by passing GL_DEPTH_TEST to glEnable() and remember
to clear the depth buffer before you redraw each frame. (See “Clearing
Buffers” on Page 146.) You can also choose a different comparison function
for the depth test with glDepthFunc().

void glDepthFunc(GLenum func);

Sets the comparison fun for the depth test. The value for func must be
GL_NEVER, GL_ALWAYS, GL_LESS, GL_LEQUAL, GL_EQUAL,
GL_GEQUAL, GL_GREATER, or GL_NOTEQUAL. An incoming fragment
passes the depth test if its z-value has the specified relation to the value
already stored in the depth buffer. The default is GL_LESS, which means
that an incoming fragment passes the test if its z-value is less than that
already stored in the depth buffer. In this case, the z-value represents the
distance from the object to the viewpoint, and smaller values mean that
the corresponding objects are closer to the viewpoint.
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More context is provided in “OpenGL Transformations” in Chapter 5 for
setting a depth range.

Polygon Offset

If you want to highlight the edges of a solid object, you might draw the
object with polygon mode set to GL_FILL, and then draw it again, but in a
different color and with the polygon mode set to GL_LINE. However,
because lines and filled polygons are not rasterized in exactly the same
way, the depth values generated for the line and polygon edge are usually
not the same, even between the same two vertices. The highlighting lines
may fade in and out of the coincident polygons, which is sometimes called
“stitching” and is visually unpleasant.

This undesirable effect can be eliminated by using polygon offset, which
adds an appropriate offset to force coincident z-values apart, separating a
polygon edge from its highlighting line. (The stencil buffer, can also be
used to eliminate stitching. However, polygon offset is almost always faster
than stenciling.) Polygon offset is also useful for applying decals to surfaces
by rendering images with hidden-line removal. In addition to lines and filled
polygons, this technique can also be used with points.

There are three different ways to turn on polygon offset, one for each type
of polygon rasterization mode: GL_FILL, GL_LINE, and GL_POINT. You
enable the polygon offset by passing the appropriate parameter to
glEnable()—either GL_POLYGON_OFFSET FILL,
GL_POLYGON_OFFSET_LINE, or GL_POLYGON_OFFSET_POINT. You must
also call glPolygonMode() to set the current polygon rasterization method.

void glPolygonOffset(GLfloat factor, GLfloat units);

When enabled, the depth value of each fragment is modified by adding a
calculated offset value before the depth test is performed. The offset value
is calculated by

offset = m - factor + r - units

where m is the maximum depth slope of the polygon (computed during
rasterization), and r is the smallest value guaranteed to produce a
resolvable difference in depth values and is an implementation-specific
constant. Both factor and units may be negative.
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To achieve a nice rendering of the highlighted solid object without visual
artifacts, you can add either a positive offset to the solid object (push it
away from you) or a negative offset to the wireframe (pull it toward you).
The big question is: How much offset is enough? Unfortunately, the offset
required depends on various factors, including the depth slope of each
polygon and the width of the lines in the wireframe.

OpenGL calculates the depth slope, as illustrated in Figure 4.2, which is
the z (depth) value divided by the change in either the x- or y-coordinates
as you traverse the polygon. The depth values are clamped to the range

[0, 1], and the x- and y-coordinates are in window coordinates. To estimate
the maximum depth slope of a polygon (m in the offset equation above),

use the formula
m= % ’ + % ’
o\ \ox dy

or an implementation may use the approximation

m:max(

oz 07
ox’ dy

Polygon with depth slope = 0

Polygon with depth slope > 0

Figure 4.2 Polygons and their depth slopes

For polygons that are parallel to the near and far clipping planes, the depth
slope is zero. Those polygons can use a small constant offset, which you
can specify by setting factor = 0.0 and units = 1.0 in your call to
glPolygonOffset().
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For polygons that are at a great angle to the clipping planes, the depth
slope can be significantly greater than zero, and a larger offset may be
needed. A small, nonzero value for factor, such as 0.75 or 1.0, is probably
enough to generate distinct depth values and eliminate the unpleasant
visual artifacts.

In some situations, the simplest values for factor and units (1.0 and 1.0)
aren’t the answer. For instance, if the widths of the lines that are
highlighting the edges are greater than 1, then increasing the value of
factor may be necessary. Also, since depth values while using a perspective
projection are unevenly transformed into window coordinates, less offset
is needed for polygons that are closer to the near clipping plane, and more
offset is needed for polygons that are farther away. You may need to
experiment with the values you pass to glPolygonOffset() to get the result
you're looking for.

Blending

Once an incoming fragment has passed all of the enabled fragment tests, it
can be combined with the current contents of the color buffer in one of
several ways. The simplest way, which is also the default, is to overwrite
the existing values, which admittedly isn’t much of a combination.
Alternatively, you might want to combine the color present in the
framebuffer with the incoming fragment color—a process called blending.
Most often, blending is associated with the fragment’s alpha value (or
commonly just alpha), but that’s not a strict requirement. We've
mentioned alpha several times but haven't given it a proper description.
Alpha is the fourth color component, and all colors in OpenGL have an
alpha value (even if you don't explicitly set one). However, you don't see
alpha, but rather you see alpha’s effect: it's a measure of translucency, and
is what'’s used when you want to simulate translucent objects, like colored
glass for example.

However, unless you enable blending by calling glEnable() with
GL_BLEND, or employ advanced techniques like order-independent
transparency (discussed in “Order-Independent Transparency” in

Chapter 11), alpha is pretty much ignored by the OpenGL pipeline. You
see, just like the real world, where color of a translucent object is a
combination of that object’s color with the colors of all the objects you see
behind it. For OpenGL to do something useful with alpha, the pipeline
needs more information than the current primitive’s color (which is the
color output from the fragment shader); it needs to know what color is
already present for that pixel in the framebuffer.
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Blending Factors

In basic blending mode, the incoming fragment’s color is linearly
combined with the current pixel’s color. As with any linear combination,
coefficients control the contributions of each term. For blending in
OpenGL, those coefficients are called the source- and destination-blending
factors. The source-blending factor is associated with the color output from
the fragment shader, and similarly, the destination-blending factor is
associated with the color in the framebuffer.

If we let (S, Sg, Sp, Sa) represent the source-blending factors, and likewise let
(Dy, Dy, Dy, D,) represent the destination factors, and use (Ry, Gs, Bs, As),
and (Ry, G4, By, A) represent the colors of the source fragment and
destination pixel respectively, the blending equation yields a final color of

(SrRs + Der; SgGs + Dng/ Sst + Dde; SaAs + DaAd)

The default blending operation is addition, but we’ll see in “The Blending
Equation” on Page 170 that we can also control the blending operator.

Controlling Blending Factors

You have two different ways to choose the source and destination blending
factors. You may call glBlendFunc() and choose two blending factors: the
tirst factor for the source RGBA and the second for the destination RGBA.
Or, you may use glBlendFuncSeparate() and choose four blending factors,
which allows you to use one blending operation for RGB and a different
one for its corresponding alpha.

Note: We also list the functions glBlendFunci() and
glBlendFuncSeparatei(), which are used when you'’re drawing to
multiple buffers simultaneously. This is an advanced topic that we
describe in “Framebuffer Objects”’ on Page 180, but since the
functions are virtually identical actions to glBlendFunc() and
glBlendFuncSeparate(), we include them here.

void glBlendFunc(GLenum srcfactor, GLenum destfactor);
void glBlendFunci(GLuint buffer, GLenum srcfactor,
GLenum destfactor);

Controls how color values in the fragment being processed (the source)
are combined with those already stored in the framebuffer (the
destination). The possible values for these arguments are explained in
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Table 4.3. The argument srcfactor indicates how to compute a source
blending factor; destfactor indicates how to compute a destination
blending factor.

glBlendFunc() specifies the blending factors for all drawable buffers,
while glBlendFunci() specifies the blending factors only for buffer buffer.

The blending factors are clamped to either the range [0, 1] or [—1, 1] for
unsigned-normalized or signed-normalized framebuffer formats
respectively. If the framebuffer format is floating point, then no clamping
of factors occurs.

void glBlendFuncSeparate(GLenum srcRGB, GLenum destRGB,
GLenum srcAlpha,
GLenum destAlpha);

void glBlendFuncSeparatei(GLuint buffer, GLenum srcRGB,
GLenum destRGB, GLenum srcAlpha,
GLenum destAlpha);

Similar to glBlendFunc(), glBlendFuncSeparate() also controls how
source color values (fragment) are combined with destination values (in
the framebuffer). glBlendFuncSeparate() also accepts the same
arguments (shown in Table 4.3) as glBlendFunc(). The argument srcRGB
indicates the source-blending factor for color values; destRGB is the
destination-blending factor for color values. The argument srcAlpha
indicates the source-blending factor for alpha values; destAlpha is the
destination-blending factor for alpha values.

glBlendFuncSeparatei() specifies the blending factors for all drawable
buffers, while glBlendFuncSeparatei() specifies the blending factors only
for bufter buffer.

Note: In Table 4.3, the values with the subscript ;; are for dual-source
blending factors, which are described in “Dual-Source Blending”
on Page 198.

If you use one of the GL_CONSTANT blending functions, you need to use
glBlendColor() to specify the constant color.
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Table 4.3 Source and Destination Blending Factors
Constant RGB Blend Factor Alpha Blend
Factor
GL_ZERO (0,0,0) 0
GL_ONE (1L1,1) 1
GL_SRC_COLOR (Rs, Gs, By) Ay
GL_ONE_MINUS_SRC_COLOR (1,1,1) — (R, Gs, By) 1- A
GL_DST_COLOR (R4, G, By) Ag
GL_ONE_MINUS_DST_COLOR (1,1,1) — (Ry4, Gg, By) 1-Ay
GL_SRC_ALPHA (As, As, As) Ag
GL_ONE_MINUS_SRC_ALPHA (1,1,1) — (As, As, As) 1— A
GL_DST_ALPHA (Ag,Aa, Ag) Ag
GL_ONE_MINUS_DST_ALPHA (1,1,1) — (Ag, Ag, Ag) 1-Ay
GL_CONSTANT_COLOR (R, Ge, Be) Ac
GL_ONE_MINUS_CONSTANT_COLOR (1,1,1) — (R, G, Be) 1-— A
GL_CONSTANT_ALPHA (Ac, Ac, Ac) A
GL_ONE_MINUS_CONSTANT_ALPHA  (1,1,1) — (A, Ac, Ac) 1-A
GL_SRC_ALPHA_SATURATE (f,f,f),f=min(A;, 1-A,) 1
GL_SRC1_COLOR (Rs1, Gs1, Bs1) Ag
GL_ONE_MINUS_SRC1_COLOR (1,1,1) — (Ra, Gs1, Bs1) 1-Ag
GL_SRC1_ALPHA (As1, A1, As1) As
GL_ONE_MINUS_SRC1_ALPHA (1,1,1) — (As1, A1, A1) 1-Aqg

void glBlendColor(GLclampf red, GLclampf green, GLclampf blue,

GLclampf alpha);

Sets the current red, blue, green, and alpha values for use as the constant
color (R, G, B;, A;) in blending operations.

Similarly, use glDisable() with GL_BLEND to disable blending. Note that
using the constants GL_ONE (as the source factor) and GL_ZERO (for the
destination factor) gives the same results as when blending is disabled;

these values are the default.
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Advanced

OpenGL has the ability to render into multiple buffers simultaneously (see
“Writing to Multiple Renderbuffers Simultaneously’’ on Page 193 for
details). All buffers can have blending enabled and disabled
simultaneously (using glEnable() and glDisable()). Blending settings can
be managed on a per-buffer basis using glEnablei() and glDisablei().

The Blending Equation

With standard blending, colors in the framebuffer are combined (using
addition) with incoming fragment colors to produce the new framebuffer
color. Either glBlendEquation() or glBlendEquationSeparate() may be
used to select other mathematical operations to compute the difference,
minimum, or maximum between color fragments and framebuffer pixels.

void glBlendEquation(GLenum mode);
void glBlendEquationi(GLuint buffer, GLenum mode);

Specifies how framebuffer and source colors are blended together. The
allowable values for mode are GL_FUNC_ADD (the default),
GL_FUNC_SUBTRACT, GL_FUNC_REVERSE_SUBTRACT, GL_MIN, and
GL_MAX. The possible modes are described in Table 4.4.

glBlendEquation() specifies the blending mode for all buffers, while
glBlendEquationi() sets the mode for the buffer specified by the buffer
argument, which is the integer index of the buffer.

void glBlendEquationSeparate(GLenum modeRGB,
GLenum modeAlpha);

void glBlendEquationSeparatei(GLuint buffer,
GLenum modeRGB,
GLenum modeAlpha);

Specifies how framebuffer and source colors are blended together, but
allows for different blending modes for the rgb and alpha color
components. The allowable values for modeRGB and modeAlpha are
identical for the modes accepted by glBlendEquation().

Again, glBlendEquationSeparate() sets the blending modes for all
bufters, while glBlendEquationSeparatei() sets the modes for the buffer
whose index is specified in buffer.
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In Table 4.4, C; and C, represent the source and destination colors. The §
and D parameters in the table represent the source- and
destination-blending factors as specified with glBlendFunc() or
glBlendFuncSeparate().

Table 4.4 Blending Equation Mathematical Operations

Blending Mode Parameter Mathematical Operation
GL_FUNC_ADD CsS +CyaD
GL_FUNC_SUBTRACT CS —CyD
GL_FUNC_REVERSE_SUBTRACT CaD — CsS

GL_MIN min(CsS, C4D)
GL_MAX max(CsS, C4D)
Dithering

On systems with a small number of color bitplanes, you can improve the
color resolution at the expense of spatial resolution by dithering the color
in the image. Dithering is like half-toning in newspapers. Although The
New York Times has only two colors—black and white—it can show
photographs by representing the shades of gray with combinations of
black and white dots. Comparing a newspaper image of a photo (having
no shades of gray) with the original photo (with grayscale) makes the loss
of spatial resolution obvious. Similarly, systems with a small number of
color bitplanes may dither values of red, green, and blue on neighboring
pixels for the appearance of a wider range of colors.

The dithering operation that takes place is hardware-dependent; all
OpenGL allows you to do is to turn it on and off. In fact, on some
machines, enabling dithering might do nothing at all, which makes sense
if the machine already has high color resolution. To enable and disable
dithering, pass GL_DITHER to glEnable() and glDisable(). Dithering is
enabled by default.

Logical Operations

The final operation on a fragment is the logical operation, such as an OR,
XOR, or INVERT, which is applied to the incoming fragment values
(source) and/or those currently in the color buffer (destination). Such
fragment operations are especially useful on bit-blt-type machines, on
which the primary graphics operation is copying a rectangle of data from
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one place in the window to another, from the window to processor
memory, or from memory to the window. Typically, the copy doesn’t write
the data directly into memory but instead allows you to perform an
arbitrary logical operation on the incoming data and the data already
present; then it replaces the existing data with the results of the operation.

Since this process can be implemented fairly cheaply in hardware, many
such machines are available. As an examplese of using a logical operation,
XOR can be used to draw on an image in a revertible way; simply XOR the
same drawing again, and the original image is restored.

You enable and disable logical operations by passing
GL_COLOR_LOGIC_OP to glEnable() and glDisable(). You also must
choose among the 16 logical operations with glLogicOp(), or you'll just
get the effect of the default value, GL_COPY.

void glLogicOp(GLenum opcode);

Selects the logical operation to be performed, given an incoming (source)
fragment and the pixel currently stored in the color buffer (destination).
Table 4.5 shows the possible values for opcode and their meaning (s
represents source and d destination). The default value is GL_COPY.

Table 4.5 Sixteen Logical Operations

Parameter Operation Parameter Operation
GL_CLEAR 0 GL_AND snd
GL_COPrY GL_OR svd
GL_NOOP d GL_NAND =(sAd)
GL_SET GL_NOR —(svd)
GL_COPY_INVERTED - GL_XOR sXORd
GL_INVERT —d GL_EQUIV —(s XOR d)
GL_AND_REVERSE SA—d GL_AND_INVERTED -sAd
GL_OR_REVERSE sV —d GL_OR_INVERTED —sVd
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For floating-point buffers, or those in sSRGB format, logical operations are
ignored.

Occlusion Query

Advanced

The depth buffer determines visibility on a per-pixel basis. For
performance reasons, it would be nice to be able to determine if a geometric
object is visible before sending all of its (perhaps complex) geometry for
rendering. Occlusion querys enable you to determine if a representative set
of geometry will be visible after depth testing.

This is particularly useful for complex geometric objects with many
polygons. Instead of rendering all of the geometry for a complex object,
you might render its bounding box or another simplified representation
that require less rendering resources. If OpenGL returns that no fragments
or samples would have been modified by rendering that piece of geometry,
you know that none of your complex object will be visible for that frame,
and you can skip rendering that object for the frame.

The following steps are required to utilize occlusion queries:

1. Generate a query id for each occlusion query that you need.

2. Specify the start of an occlusion query by calling glBeginQuery().
3. Render the geometry for the occlusion test.
4

Specify that you've completed the occlusion query by calling
glEndQuery().

5. Retrieve the number of, or if any, samples passed the depth tests.

In order to make the occlusion query process as efficient as possible, you'll
want to disable all rendering modes that will increase the rendering time
but won't change the visibility of a pixel.

Generating Query Objects

In order to use queries, you'll first need to request identifiers for your query
tests. glGenQueries() will generate the requested number of unused query
ids for your subsequent use.

Testing and Operating on Fragments

173



174

void glGenQueries(GLsizei n, GLuint *ids);

Returns n currently unused names for occlusion query objects in the
array ids The names returned in ids do not have to be a contiguous set of
integers.

The names returned are marked as used for the purposes of allocating
additional query objects, but only acquire valid state once they have
been specified in a call to glBeginQuery().

Zero is a reserved occlusion query object name and is never returned as a
valid value by glGenQueries().

You can also determine if an identifier is currently being used as an
occlusion query by calling gllsQuery().

GLboolean glIsQuery(GLuint id);

Returns GL_TRUE if id is the name of an occlusion query object. Returns
GL_FALSE if id is zero or if id is a nonzero value that is not the name of a
buffer object.

Initiating an Occlusion Query Test

To specify geometry that’s to be used in an occlusion query, merely bracket
the rendering operations between calls to glBeginQuery() and
glEndQuery(), as demonstrated in Example 4.6

Example 4.6 Rendering Geometry with Occlusion Query: occquery.c

glBeginQuery (GL_SAMPLES_PASSED, Query) ;
glDrawArrays (GL_TRIANGLES, 0, 3);
glEndQuery (GL_SAMPLES_PASSED) ;

All OpenGL operations are available while an occlusion query is active,
with the exception of glGenQueries() and glDeleteQueries(), which will
raise a GL_INVALID_OPERATION error.

void glBeginQuery(GLenum target, GLuint id);

Specifies the start of an occlusion query operation. target must be
GL_SAMPLES_PASSED, GL_ANY_SAMPLES_PASSED, or
GL_ANY_SAMPLES_PASSED_CONSERVATIVE. id is an unsigned integer
identifier for this occlusion query operation.
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void glEndQuery(GLenum target);

Ends an occlusion query. target must be GL_SAMPLES_PASSED, or
GL_ANY_SAMPLES_PASSED.

Determining the Results of an Occlusion Query

Once you've completed rendering the geometry for the occlusion query,
you need to retrieve the results. This is done with a call to
glGetQueryObjectiv() or glGetQueryObjectuiv(), as shown in
Example 4.7, which will return the number of fragments, or samples, if
you're using multisampling.

void glGetQueryObjectiv(GLenum id, GLenum pname,
GLint *params);
void glGetQueryObjectuiv(GLenum id, GLenum pname,
GLuint *params);

Queries the state of an occlusion query object. id is the name of a query
object. If pname is GL_QUERY_RESULT, then params will contain the
number of fragments or samples (if multisampling is enabled) that passed
the depth test, with a value of zero representing the object being entirely
occluded.

There may be a delay in completing the occlusion query operation. If
pname is GL_QUERY_RESULT AVAILABLE, params will contain GL_TRUE
if the results for query id are available, or GL_FALSE otherwise.

Example 4.7 Retrieving the Results of an Occlusion Query

count = 1000; /% counter to avoid a possible infinite loop */

while (!queryReady && count-) {
glGetQueryObjectiv (Query, GL_QUERY_RESULT_AVAILABLE, &queryReady) ;
}

if (queryReady) {
glGetQueryObjectiv (Query, GL_QUERY_RESULT, &samples);

cerr << "Samples rendered: " << samples << endl;

}

else {
cerr << " Result not ready ... rendering anyways" << endl;
samples = 1; /* make sure we render x/
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if (samples > 0) {
glDrawArrays (GL_TRIANGLE_FAN}, 0, NumVertices);
}

Cleaning Up Occlusion Query Objects

After you've completed your occlusion query tests, you can release the
resources related to those queries by calling glDeleteQueries().

void glDeleteQueries(GLsizei n, const GLuint *ids);

Deletes n occlusion query objects, named by elements in the array ids.
The freed query objects may now be reused (for example, by
glGenQueries()).

Conditional Rendering

Advanced

One of the issues with occlusion queries is that they require OpenGL to
pause processing geometry and fragments, count the number of affected
samples in the depth buffer, and return the value to your application.
Stopping modern graphics hardware in this manner usually
catastrophically affects performance in performance-sensitive applications.
To eliminate the need to pause OpenGL's operation, conditional rendering
allows the graphics server (hardware) to decide if an occlusion query
yielded any fragments, and to render the intervening commands.
Conditional rendering is enabled by surrounding the rendering operations
you would have conditionally executed using the results of glGetQuery*().

void glBeginConditionalRender(GLuint id, GLenum mode);
void glEndConditionalRender(void);

Delineates a sequence of OpenGL rendering commands that may be
discarded based on the results of the occlusion query object id. mode
specifies how the OpenGL implementation uses the results of the
occlusion query, and must be one of: GL_QUERY_WAIT,
GL_QUERY_NO_WAIT, GL_QUERY_BY_REGION_WAIT, or
GL_QUERY_BY_REGION_NO_WAIT.

A GL_INVALID_VALUE is set if id is not an existing occlusion query. A
GL_INVALID_OPERATION is generated if glBeginConditionalRender()
is called while a conditional-rendering sequence is in operation;
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if glEndConditionalRender() is called when no conditional render is
underway; if id is the name of an occlusion query object with a target
different than GL_SAMPLES_PASSED; or if id is the name of an occlusion
query in progress.

The code shown in Example 4.8 completely replaces the sequence of code
in Example 4.7. Not only is it the code more compact, it is far more
efficient as it completely removes the results query to the OpenGL server,
which is a major performance inhibitor.

Example 4.8 Rendering Using Conditional Rendering

glBeginConditionalRender (Query, GL_QUERY_WAIT) ;
glDrawArrays (GL_TRIANGLE_FAN, 0, NumVertices);
glEndConditionalRender () ;

You may have noticed that there is a mode parameter to
glBeginConditionalRender(), which may be one of GL_QUERY_WAIT,
GL_QUERY_NO_WAIT, GL_QUERY_BY_REGION_WAIT, or
GL_QUERY_BY_REGION_NO_WAIT. These modes control whether the
GPU will wait for the results of a query to be ready before continuing to
render, and whether it will consider global results or results only
pertaining to the region of the screen that contributed to the original
occlusion query result.

e If mode is GL_QUERY_WAIT then the GPU will wait for the result of the
occlusion query to be ready before determining whether it will
continue with rendering.

e If mode is GL_QUERY_NO_WAIT then the GPU may not wait for the
result of the occlusion query to be ready before continuing to render. If
the result is not ready, then it may choose to render the part of the
scene contained in the conditional rendering section anyway.

e If mode is GL_QUERY_BY_REGION_WAIT then the GPU will wait for
anything that contributes to the region covered by the controled
rendering to be completed. It may still wait for the complete occlusion
query result to be ready.

o If modeis GL_QUERY_BY_REGION_NO_WAIT, then the GPU will
discard any rendering in regions of the framebuffer that contributed no
samples to the occlusion query, but may choose to render into other
regions if the result was not available in time.

By using these modes wisely, you can improve performance of the system.
For example, waiting for the results of an occlusion query may actually
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take more time than just rendering the conditional part of the scene. In
particular, if it is expected that most results will mean that some rendering
should take place, then on aggregate, it may be faster to always use one of
the NO_WAIT modes even if it means more rendering will take place
overall.

Per-Primitive Antialiasing

You might have noticed in some of your OpenGL images that lines,
especially nearly horizontal and nearly vertical ones, appear jagged. These
jaggies appear because the ideal line is approximated by a series of pixels
that must lie on the pixel grid. The jaggedness is called aliasing, and this
section describes one antialiasing technique for reducing it. Figure 4.3
shows two intersecting lines, both aliased and antialiased. The pictures
have been magnified to show the effect.

A

Figure 4.3 Aliased and antialiased lines

Figure 4.3 shows how a diagonal line 1 pixel wide covers more of some
pixel squares than others. In fact, when performing antialiasing, OpenGL
calculates a coverage value for each fragment based on the fraction of the
pixel square on the screen that it would cover. OpenGL multiplies the
fragment’s alpha value by its coverage. You can then use the resulting
alpha value to blend the fragment with the corresponding pixel already in
the framebuffer.

The details of calculating coverage values are complex, and difficult to
specify in general. In fact, computations may vary slightly depending on
your particular implementation of OpenGL. You can use the glHint()
command to exercise some control over the trade-off between image
quality and speed, but not all implementations will take the hint.
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void glHint(GLenum target, GLenum hint);

Controls certain aspects of OpenGL behavior. The target parameter
indicates which behavior is to be controlled; its possible values are shown
in Table 4.6. The hint parameter can be GL_FASTEST to indicate that the
most efficient option should be chosen, GL_NICEST to indicate the
highest-quality option, or GL_DONT_CARE to indicate no preference.
The interpretation of hints is implementation-dependent; an OpenGL
implementation can ignore them entirely.

Table 4.6 Values for Use with glHint()

Parameter Specifies
GL_LINE_SMOOTH_HINT Line antialiasing quality
GL_POLYGON_SMOOTH_HINT Polygon edge antialiasing quality
GL_TEXTURE_COMPRESSION_HINT Quality and performance of

texture-image compression (See
Chapter 6, “Textures’” for more
detail)

GL_FRAGMENT_SHADER_DERIVATIVE_HINT Derivative accuracy for fragment
processing built-in functions
dFdx, dFdy, and fwidth (See
Appendix C for more details)

We've discussed multisampling before as a technique for antialiasing;
however, it’s not usually the best solution for lines. Another way to
antialias lines, and polygons if the multisample results are quite what you
want, is to turn on antialiasing with glEnable(), and passing in
GL_LINE_SMOOTH or GL_POLYGON_SMOOTH, as appropriate. You
might also want to provide a quality hint with glHint(). We'll describe the
steps for each type of primitive that can be antialiased in the next sections.

Antialiasing Lines

First, you need to enable blending. The blending factors you most likely
want to use are GL_SRC_ALPHA (source) and
GL_ONE_MINUS_SRC_ALPHA (destination). Alternatively, you can use
GL_ONE for the destination factor to make lines a little brighter where
they intersect. Now you're ready to draw whatever points or lines you want
antialiased. The antialiased effect is most noticeable if you use a fairly high
alpha value. Remember that since you're performing blending, you might
need to consider the rendering order. However, in most cases, the ordering
can be ignored without significant adverse effects.
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Example 4.9 shows the initialization for line antialiasing.

Example 4.9 Setting Up Blending for Antialiasing Lines: antilines.cpp

glEnable (GL_LINE_SMOOTH) ;

glEnable (GL_BLEND) ;

glBlendFunc (GL_SRC_ALPHA, GL_ONE_MINUS_SRC_ALPHA) ;
glHint (GL_LINE_SMOOTH_HINT, GL_DONT_CARE) ;

Antialiasing Polygons

Antialiasing the edges of filled polygons is similar to antialiasing lines.
When different polygons have overlapping edges, you need to blend the
color values appropriately.

To antialias polygons, you use the alpha value to represent coverage values
of polygon edges. You need to enable polygon antialiasing by passing
GL_POLYGON_SMOOTH to glEnable(). This causes pixels on the edges of
the polygon to be assigned fractional alpha values based on their coverage,
as though they were lines being antialiased. Also, if you desire, you can
supply a value for GL_POLYGON_SMOOTH_HINT.

In order to have edges blend appropriately, set the blending factors to
GL_SRC_ALPHA_SATURATE (source) and GL_ONE (destination). With this
specialized blending function, the final color is the sum of the destination
color and the scaled source color; the scale factor is the smaller of either
the incoming source alpha value or one minus the destination alpha value.
This means that for a pixel with a large alpha value, successive incoming
pixels have little effect on the final color because one minus the
destination alpha is almost zero. With this method, a pixel on the edge of
a polygon might be blended eventually with the colors from another
polygon that’s drawn later. Finally, you need to sort all the polygons in
your scene so that theyre ordered from front to back before drawing them.

Note: Antialiasing can be adversely affected when using the depth buffer,
in that pixels may be discarded when they should have been
blended. To ensure proper blending and antialiasing, you’ll need to
disable the depth buffer.

Framebuffer Objects

Advanced

Up to this point, all of our discussion regarding buffers has focused on the
buffers provided by the windowing system, as you requested when you
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called glutCreateWindow() (and configured by your call to
glutInitDisplayMode()). Although you can quite successfully use any
technique with just those buffers, quite often various operations require
moving data between buffers superfluously. This is where framebuffer
objects enter the picture. Using framebuffer objects, you can create our
own framebuffers and use their attached renderbuffers to minimize data
copies and optimize performance.

Framebuffer objects are quite useful for performing off-screen-rendering,
updating texture maps, and engaging in buffer ping-ponging (a data-transfer
techniques used in GPGPU).

The framebuffer that is provided by the windowing system is the only
framebuffer that is available to the display system of your graphics
server—that is, it is the only one you can see on your screen. It also places
restrictions on the use of the buffers that were created when your window
opened. By comparison, the framebuffers that your application creates
cannot be displayed on your monitor; they support only off-screen rendering.

Another difference between window-system-provided framebuffers and
framebuffers you create is that those managed by the window system
allocate their buffers—color, depth, and stencil—when your window is
created. When you create an application-managed framebuffer object, you
need to create additional renderbuffers that you associate with the
framebuffer objects you created. The buffers with the window-system-
provided buffers can never be associated with an application-created
framebuffer object, and vice versa.

To allocate an application-generated framebuffer object name, you need to
call glGenFramebuffers(), which will allocate an unused identifier for the
framebuffer object.

void glGenFramebuffers(GLsizei n, GLuint *ids);

Allocate n unused framebuffer object names, and return those names in
ids.

A GL_INVALID_VALUE error will be generated if n is negative.

Allocating a framebuffer object name doesn't actually create the
framebuffer object or allocate any storage for it. Those tasks are handled
through a call to glBindFramebuffer(). glBindFramebuffer() operates in a
similar manner to many of the other glBind*() routines you've seen in
OpenGL. The first time it is called for a particular framebuffer, it causes
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storage for the object to be allocated and initialized. Any subsequent calls
will bind the provided framebuffer object name as the active one.

void glBindFramebuffer(GLenum target, GLuint framebuffer);

Specifies a framebuffer for either reading or writing. When target is
GL_DRAW_FRAMEBUFFER, framebuffer specifies the destination
framebuffer for rendering. Similarly, when target is set to
GL_READ_FRAMEBUFFER, framebuffer specifies the source of read
operations. Passing GL. FRAMEBUFFER for target sets both the read and
write framebuffer bindings to framebuffer.

framebuffer must either be zero, which binds target to the default
window-system-provided framebuffer, or a framebuffer object generated
by a call to glGenFramebuffers().

A GL_INVALID_OPERATION error is generated if framebuffer is neither
zero nort a valid framebuffer object previously generated by calling
glGenFramebuffers() but not deleted by calling glDeleteFramebuffers().

As with all of the other objects you have encountered in OpenGL, you can
release an application-allocated framebuffer by calling
glDeleteFramebuffers(). That function will mark the framebuffer object’s
name as unallocated and release any resources associated with the
framebuffer object.

void glDeleteFramebuffers(GLsizei n, const GLuint *ids);

Deallocates the n framebuffer objects associated with the names provided
in ids. If a framebuffer object is currently bound (i.e., its name was passed
to the most recent call to glBindFramebuffer()) and is deleted, the
framebuffer target is immediately bound to id zero (the window-system
provided framebuffer), and the framebuffer object is released.

A GL_INVALID_VALUE error is generated by glDeleteFramebuffers() if n
is negative. Passing unused names or zero does not generate any errors;
they are simply ignored.

For completeness, you can determine whether a particular unsigned integer
is an application-allocated framebuffer object by calling gllsFramebuffer():
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GLboolean gllsFramebuffer(GLuint framebuffer);

Returns GL_TRUE if framebuffer is the name of a framebuffer returned
from glGenFramebuffers(). Returns GL_FALSE if framebuffer is zero (the
window-system default framebuffer) or a value that'’s either unallocated
or been deleted by a call to glDeleteFramebuffers().

void glFramebufferParameteri(GLenum target, GLenum pname,
GLint param);

Sets parameters of a framebuffer object, when the framebuffer object has
no attachments, otherwise the values for these parameters are specified
by the framebuffer attachments.

target must be DRAW_FRAMEBUFFER, READ_FRAMEBUFFER, or
FRAMEBUFFER. FRAMEBUFFER is equivalent to DRAW_FRAMEBUFFER.
pname specifies the parameter of the framebuffer object bound to target
to set, and must be one of GL_FRAMEBUFFER_DEFAULT WIDTH,
GL_FRAMEBUFFER_DEFAULT_HEIGHT,
GL_FRAMEBUFFER_DEFAULT_LAYERS,
GL_FRAMEBUFFER_DEFAULT_SAMPLES, or
GL_FRAMEBUFFER_DEFAULT_FIXED_SAMPLE_LOCATIONS.

Once a framebuffer object is created, you still can’t do much with it,
generally speaking. You need to provide a place for drawing to go and
reading to come from; those places are called framebuffer attachments. We'll
discuss those in more detail after we examine renderbuffers, which are one
type of buffer you can attach to a framebuffer object.

Renderbuffers

Renderbuffers are effectively memory managed by OpenGL that contains
formatted image data. The data that a renderbuffer holds takes meaning
once it is attached to a framebuffer object, assuming that the format of the
image buffer matches what OpenGL is expecting to render into (e.g., you
can’t render colors into the depth buffer).

As with many other buffers in OpenGL, the process of allocating and
deleting buffers is similar to what you've seen before. To create a new
renderbuffer, you would call glGenRenderbuffers().
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void glGenRenderbuffers(GLsizei n, GLuint *ids);

Allocate n unused renderbuffer object names, and return those names in
ids. Names are unused until bound with a call to glBindRenderbuffer().

Likewise, a call to glDeleteRenderbuffers() will release the storage
associated with a renderbuffer.

void glDeleteRenderbuffers(GLsizei n, const GLuint *ids);

Deallocates the n renderbuffer objects associated with the names
provided in ids. If one of the renderbuffers is currently bound and passed
to glDeleteRenderbuffers(), a binding of zero replaces the binding at the
current framebuffer attachment point, in addition to the renderbuffer
being released.

No errors are generated by glDeleteRenderbuffers(). Unused names or
zero are simply ignored.

Likewise, you can determine whether a name represents a valid
renderbuffer by calling gllIsRenderbuffer().

void glIsRenderbuffer(GLuint renderbuffer);

Returns GL_TRUE if renderbuffer is the name of a renderbuffer returned
from glGenRenderbuffers(). Returns GL_FALSE if framebuffer is zero (the
window-system default framebuffer) or a value that'’s either unallocated
or deleted by a call to glDeleteRenderbuffers().

Similar to the process of binding a framebuffer object so that you can
modify its state, you call glBindRenderbuffer() to affect a renderbuffer’s
creation and to modify the state associated with it, which includes the
format of the image data that it contains.

void glBindRenderbuffer(GLenum target, GLuint renderbuffer);

Creates a renderbuffer and associates it with the name renderbuffer. target
must be GL_RENDERBUFFER. renderbuffer must either be zero, which
removes any renderbuffer binding, or a name that was generated by a call
to glGenRenderbuffers(); otherwise, a GL_INVALID_OPERATION error
will be generated.
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Creating Renderbuffer Storage

When you first call glBindRenderbuffer() with an unused renderbuffer
name, the OpenGL server creates a renderbuffer with all its state
information set to the default values. In this configuration, no storage has
been allocated to store image data. Before you can attach a renderbuffer to
a framebuffer and render into it, you need to allocate storage and specity
its image format. This is done by calling either glRenderbufferStorage() or
glRenderbufferStorageMultisample().

void glRenderbufferStorage(GLenum farget,
GLenum internalformat,
GLsizei width, GLsizei height);
void glRenderbufferStorageMultisample(GLenum target,
GLsizei samples,
GLenum internalformat,
GLsizei width,
GLsizei height);

Allocates storage for image data for the bound renderbuffer. target must
be GL_RENDERBUFFER. For a color-renderable buffer, internalformat must
be one of:

GL_RED GL_RS8 GL_R16
GL_RG GL_RG8 GL_RG16
GL_RGB GL_R3_G3_B2 GL_RGB4
GL_RGBS GL_RGBS8 GL_RGB10
GL_RGB12 GL_RGB16 GL_RGBA
GL_RGBA2 GL_RGBA4 GL_RGBS_A1
GL_RGBAS GL_RGB10_A2 GL_RGBA12
GL_RGBA16 GL_SRGB GL_SRGBS

GL_SRGB_ALPHA GL_SRGB8_ALPHA8 GL_R16F
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GL_R32F GL_RG16F GL_RG32F

GL_RGB16F GL_RGB32F GL_RGBA16F
GL_RGBA32F GL_R11F G11F B10F GL_RGB9_ES
GL_RS8I GL_R8UI GL_R16I
GL_R16UI GL_R32I GL_R32UI
GL_RGS8I GL_RG8UI GL_RG16l
GL_RG16UI GL_RG32I GL_RG32UI
GL_RGBS8I GL_RGB8UI GL_RGB16I
GL_RGB16UI GL_RGB321 GL_RGB32UI
GL_RGBASI GL_RGBASUI GL_RGBA1l6I
GL_RGBA16UI GL_RGBA32I GL_R8_SNORM
GL_R16_SNORM GL_RG8_SNORM GL_RG16_SNORM

GL_RGB8_SNORM GL_RGB16_SNORM GL_RGBA8_SNORM
GL_RGBA16_SNORM

To use a renderbuffer as a depth buffer, it must be depth-renderable,
which is specified by setting internalformat to either
GL_DEPTH_COMPONENT, GL_DEPTH_COMPONENT16,
GL_DEPTH_COMPONENT32, GL_DEPTH_COMPONENT32, or
GL_DEPTH_COMPONENT32F.

For use exclusively as a stencil buffer, internalformat should be specified
as either GL_STENCIL_INDEX, GL_STENCIL_INDEX1,
GL_STENCIL_INDEX4, GL_STENCIL_INDEXS, or
GL_STENCIL_INDEX16.

For packed depth-stencil storage, internalformat must be
GL_DEPTH_STENCIL, which allows the renderbuffer to be attached as
the depth buffer, stencil buffer, or at the combined depth-stencil
attachment point.

width and height specify the size of the renderbuffer in pixels, and
samples specifies the number of multisample samples per pixel. Setting
samples to zero in a call to glRenderbufferStorageMultisample() is
identical to calling glRenderbufferStorage().

A GL_INVALID_VALUE is generated if width or height is greater than the
value returned when querying GL_MAX_RENDERBUFFER_SIZE, or if
samples is greater than the value returned when querying
GL_MAX_SAMPLES. A GL_INVALID_OPERATION is generated if
internalformat is a signed- or unsigned-integer format (e.g., a format
containing a “I”, or “UI” in its token), and samples is not zero, and the
implementation doesn’t support multisampled integer buffers. Finally, if
the renderbuffer size and format combined exceed the available memory
able to be allocated, then a GL_OUT_OF_MEMORY error is generated.
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Example 4.10 Creating a 256 x 256 RGBA Color Renderbuffer

glGenRenderbuffers (1, &color);
glBindRenderbuffer (GL_RENDERBUFFER, color) ;
glRenderbufferStorage (GL_RENDERBUFFER, GL_RGBA, 256, 256) ;

Once you have created storage for your renderbuffer as shown in
Example 4.10, you need to attach it to a framebuffer object before you can
render into it.

Framebuffer Attachments

When you render, you can send the results of that rendering to a number
of places:

e The color buffer to create an image, or even multiple color buffers if
you're using multiple render targets (see “Writing to Multiple
Renderbuffers Simultaneously’” on Page 193).

e The depth buffer to store occlusion information.

e The stencil buffer for storing per-pixel masks to control rendering. Each
of those buffers represents a framebuffer attachment, to which you can
attach suitable image buffers that you later render into, or read from.
The possible framebuffer attachment points are listed in Table 4.7.

Table 4.7 Framebuffer Attachments

Attachment Name Description

GL_COLOR_ATTACHMENT:i The i color buffer. i can range from
zero (the default color buffer) to
GL_MAX_COLOR_ATTACHMENTS - 1

GL_DEPTH_ATTACHMENT The depth buffer
GL_STENCIL_ATTACHMENT The stencil buffer

GL_DEPTH_STENCIL_ATTACHMENT A special attachment for packed
depth-stencil buffers (which require the
renderbuffer to have been allocated as a
GL_DEPTH_STENCIL pixel format)

Currently, there are two types of rendering surfaces you can associate with
one of those attachments: renderbuffers and a level of a texture image.

We'll first discuss attaching a renderbuffer to a framebuffer object, which is
done by calling glFramebufferRenderbuffer().
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void glFramebufferRenderbuffer(GLenum target,
GLenum attachment,
GLenum renderbuffertarget,
GLuint renderbuffer);

Attaches renderbuffer to attachment of the currently bound framebuffer
object. target must either be GL_READ FRAMEBUFFER,
GL_DRAW_FRAMEBUFFER, or GL_FRAMEBUFFER (which is equivalent to
GL_DRAW_FRAMEBUFFER).

attachment is one of GL_COLOR_ATTACHMENT],
GL_DEPTH_ATTACHMENT, GL_STENCIL_ATTACHMENT, or
GL_DEPTH_STENCIL_ATTACHMENT.

renderbuffertarget must be GL_RENDERBUFFER, and renderbuffer must
either be zero, which removes any renderbuffer attachment at
attachment, or a renderbuffer name returned from glGenRenderbuffers(),
or a GL_INVALID_OPERATION error is generated.

In Example 4.11, we create and attach two renderbuffers: one for color,
and the other for depth. We then proceed to render, and finally copy the
results back to the window-system-provided framebuffer to display the
results. You might use this technique to generate frames for a movie
rendering off-screen, where you don’t have to worry about the visible
framebuffer being corrupted by overlapping windows or someone resizing
the window and interrupting rendering.

One important point to remember is that you might need to reset the
viewport for each framebuffer before rendering, particularly if the size of
your application-defined framebuffers differs from the window-system
provided framebuffer.

Example 4.11 Attaching a Renderbuffer for Rendering

enum { Color, Depth, NumRenderbuffers };

GLuint framebuffer, renderbuffer [NumRenderbuffers]

void

init ()

{
glGenRenderbuffers (NumRenderbuffers, renderbuffer);
glBindRenderbuf fer (GL_RENDERBUFFER, renderbuffer[Color]);

glRenderbufferStorage (GL_RENDERBUFFER, GL_RGBA, 256, 256);

glBindRenderbuffer (GL_RENDERBUFFER, renderbuffer|[Depthl]);
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void

glRenderbufferStorage (GL_RENDERBUFFER, GL_DEPTH_COMPONENT24, 256, 256);

glGenFramebuffers(l, &framebuffer);
glBindFramebuffer (GL_DRAW_FRAMEBUFFER, framebuffer);

glFramebufferRenderbuffer (GL_DRAW_FRAMEBUFFER, GL_COLOR_ATTACHMENTO,

GL_RENDERBUFFER, renderbuffer[Color]);

glFramebufferRenderbuffer (GL_DRAW_FRAMEBUFFER, GL_DEPTH_ATTACHMENT,
GL_RENDERBUFFER, renderbuffer[Depthl]) ;

glEnable (GL_DEPTH_TEST) ;

display ()

{

// Prepare to render into the renderbuffer
glBindFramebuffer (GL_DRAW_FRAMEBUFFER, framebuffer);
glViewport (0, 0, 256, 256);

// Render into renderbuffer

glClearColor (1.0, 0.0, 0.0, 1.0);
glClear (GL_COLOR_BUFFER_BIT | GL_DEPTH_BUFFER_BIT) ;

// Set up to read from the renderbuffer and draw to
// window-system framebuffer

glBindFramebuffer (GL_READ_FRAMEBUFFER, framebuffer);
glBindFramebuf fer (GL_DRAW_FRAMEBUFFER, 0);

glViewport (0, 0, windowWidth, windowHeight) ;
glClearColor (0.0, 0.0, 1.0, 1.0);

glClear (GL_COLOR_BUFFER_BIT | GL_DEPTH_BUFFER_BIT) ;
/* Do the copy =*/
glBlitFramebuffer (0, 0, 255, 255, 0, 0, 255, 255,

GL_COLOR_BUFFER_BIT, GL_NEAREST) ;
glutSwapBuffers() ;
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Framebuffer Completeness

Given the myriad of combinations between texture and buffer formats,
and between framebuffer attachments, various situations can arise that
prevent the completion of rendering when you are using
application-defined framebuffer objects. After modifying the attachments
to a framebuffer object, it’s best to check the framebuffer’s status by calling
glCheckFramebufferStatus().

GLenum glCheckFramebufferStatus(GLenum target);

Returns one of the framebuffer completeness status enums listed in

Table 4.8. target must be one of GL_READ_FRAMEBUFFER,
GL_DRAW_FRAMEBUFFER, or GL_FRAMEBUFFER (which is equivalent to
GL_DRAW_FRAMEBUFFER).

If glCheckFramebufferStatus() generates an error, zero is returned.

The errors representing the various violations of framebuffer
configurations are listed in Table 4.8.

Of the listed errors, GL_FRAMEBUFFER_UNSUPPORTED is very
implementation dependent, and may be the most complicated to debug.

Advanced

glClear(GL_COLOR_BUFFER_BIT) will clear all of the bound color buffers
(we have see in “Framebuffer Objects’”” on Page 180 how to configure
multiple color buffers). You can use the glClearBuffer*() commands to
clear individual buffers.

If you're using multiple draw buffers—particularly those that have
floating-point or nonnormalized integer pixel formats—you can clear each
individually bound buffer using glClearBuffer*() functions. Unlike
functions such as glClearColor() and glClearDepth(), which set a clear
value within OpenGL that’s used when glClear() is called, glClearBuffer*()
uses the values passed to it to immediately clear the bound drawing
buffers. Additionally, to reduce the number of function calls associated
with using multiple draw buffers, you can call glClearBufferfi() to
simultaneously clear the depth and stencil buffers (which is effectively
equivalent to calling glClearBuffer*() twice—once for the depth buffer and
once for the stencil buffer).
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Table 4.8 Errors Returned by glCheckFramebufferStatus()

Framebuffer Completeness Status Enum

Description

GL_FRAMEBUFFER_COMPLETE

GL_FRAMEBUFFER_UNDEFINED

GL_FRAMEBUFFER_INCOMPLETE_ATTACHMENT

GL_FRAMEBUFFER_INCOMPLETE_MISSING_ATTACHMENT

GL_FRAMEBUFFER_INCOMPLETE_DRAW_BUFFER

GL_FRAMEBUFFER_INCOMPLETE_READ_BUFFER

GL_FRAMEBUFFER_UNSUPPORTED

GL_FRAMEBUFFER_INCOMPLETE_MULTISAMPLE

The framebuffer and its
attachments match the
rendering or reading state
required.

The bound framebuffer is
specified to be the default
framebuffer (i.e.,
glBindFramebuffer()
with zero specified as the
framebuffer), and the
default framebuffer
doesn'’t exist.

A necessary attachment
to the bound framebuffer
is uninitialized

There are no images (e.g.,
texture layers or
renderbuffers) attached
to the framebuffer.

Every drawing buffer
(e.g., GL_LDRAW_BUFFERi
as specified by
glDrawBuffers()) has an
attachment.

An attachment exists for
the buffer specified for
the buffer specified by
glReadBuffer().

The combination of
images attached to the
framebuffer object is
incompatible with the
requirements of the
OpenGL
implementation.

The number of samples
for all images across the
framebuffer’s
attachments do not
match.
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void glClearBuffer{fi ui}v(GLenum buffer, GLint drawbuffer,
const TYPE *value);
void glClearBufferfi(GLenum buffer, GLint drawbulffer,
GLfloat depth, GLint stencil);

Clears the buffer indexed by drawbuffer associated with buffer to value.
buffer must be one of GL_COLOR, GL_DEPTH, or GL_STENCIL.

If buffer is GL_COLOR, drawbuffer specifies an index to a particular draw
buffer, and value is a four-element array containing the clear color. If the
buffer indexed by drawbuffer has multiple draw buffers (as specified by a
call the glDrawBuffers()), all draw buffers are cleared to value.

If buffer is GL_DEPTH or GL_STENCIL, drawbuffer must be zero, and value
is a single-element array containing an appropriate clear value (subject to
clamping and type conversion for depth values, and masking and type
conversion for stencil values). Use only glClearBufferfv() for clearing the
depth buffer, and glClearBufferiv() for clearing the stencil buffer.

glClearBufferfi() can be used to clear both the depth and stencil buffers
simultaneously. buffer in this case must be GL_DEPTH_STENCIL.

GL_INVALID_ENUM is generated by glClearbuffer{if ui}v if buffer is not
one of the accepted values listed above. GL_INVALID_ENUM is generated
by glClearBufferfi() if buffer is not GL_DEPTH_STENCIL.
GL_INVALID_VALUE is generated if buffer is GL_COLOR, and drawbuffer
is less than zero, or greater than or equal to GL_MAX_DRAW_BUFFERS;
or if buffer is GL_DEPTH, GL_STENCIL, or GL_DEPTH_STENCIL and
drawbuffer is not zero.

Invalidating Framebuffers

Implementations of OpenGL (including OpenGL ES on mobile or
embedded devices, most often) may work in limited memory
environments. Framebuffers have the potential of taking up considerable
memory resources (particularly for multiple, multisampled color
attachments and textures). OpenGL provides a mechanism to state that a
region or all of a framebuffer is no longer needed and can be released. This
operation is done with either glinvalidateSubFramebuffer() or
glinvalidateFramebuffer().
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void glinvalidateFramebuffer(GLenum target,
GLsizei numAttachments,
const GLenum *attachments);
void glinvalidateSubFramebuffer(GLenum farget,
GLsizei numAttachmens,
const GLenum *attachments,
GLint x, GLint y,
GLsizei width, GLsizei height);

Specifies that a portion, or the entirety, of the bound framebuffer object
are not necessary to preserve. For either function, farget must be either
GL_DRAW_FRAMEBUFFER, GL_READ_FRAMEBUFFER, or
GL_FRAMEBUFFER specifying both the draw and read targets at the same
time. attachments provides a list of attachment tokens:
GL_COLOR_ATTACHMENTi, GL_DEPTH_ATTACHMENT, or
GL_STENCIL_ATTACHMENT; and numAttachments specifies how many
entries are in the attachments list.

For glinvalidateSubFramebuffer(), the region specified by lower-left
corner (x, y) with width width, and height height (measured from (x, y)), is
marked as invalid for all attachments in attachments.

Various errors are returned from the calls: A GL_INVALID_ENUM is
generated if any tokens are not from those listed above; A
GL_INVALID_OPERATION is generated if an index of an attachment
(e.g., i from GL_COLOR_ATTACHMENT]) is greater than or equal to the
maximum number of color attachments; A GL_INVALID_VALUE is
generated if any of numAttachments, width, or height are negative.

Writing to Multiple Renderbuffers Simultaneously

Advanced

One feature of using framebuffer objects with multiple renderbuffer (or
textures, as described in Chapter 6, “Textures”) is the ability to write to
multiple buffers from a fragment shader simultaneously, often called MRT
(for multiple-render target) rendering. This is mostly a performance
optimization, saving processing the same list of vertices multiple times and
rasterizing the same primitives multiple times.
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While this technique is used often in GPGPU, it can also be used when
generating geometry and other information (like textures or normal map)
which is written to different buffers during the same rendering pass.
Enabling this technique requires setting up a framebuffer object with
multiple color (and potentially depth and stencil) attachments, and
modification of the fragment shader. Having just discussed setting up
multiple attachments, we’ll focus on the fragment shader here.

As we've discussed, fragment shaders output values through their out
variables. In order to specify the correspondence between out variables
and framebuffer attachments, we simply need to use the layout qualifier
to direct values to the right places. For instance, Example 4.12
demonstrates associating two variables with color attachment locations
zero and one.

Example 4.12 Specifying layout Qualifiers for MRT Rendering

layout (location
layout (location

0) out vecd color;
1) out vecd normal;

If the attachments of the currently bound framebuffer don’t match those
of the currently bound fragment shader, misdirected data (i.e., fragment
shader data written to an attachment with nothing attached) accumulates
in dark corners of the universe, but is otherwise ignored.

Additionally, if you're using dual-source blending (see “Dual-Source
Blending”” on Page 198), with MRT rendering, you merely specify both the
location and index options to the layout directive.

Using the layout qualifier within a shader is the preferred way to associate
fragment shader outputs with framebuffer attachments, but if they are

not specified, then OpenGL will do the assignments during shader linking.
You can direct the linker to make the appropriate associations by using
the glBindFragDatalLocation(), or glBindFragDatal.ocationIndexed()

if you need to also specify the fragment index. Fragment shader

bindings specified in the shader source will be used if specified,

regardless of whether a location was specified using one of these functions.
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void glBindFragDataLocation(GLuint program,
GLuint colorNumber,
const GLchar *name);
void glBindFragDataLocationIndexed(GLuint program,
GLuint colorNumber,
GLuint index,
const GLchar *name);

Uses the value in color for fragment shader variable name to specify the
output location associated with shader program. For the indexed case,
index specifies the output index as well as the location.

A GL_INVALID_VALUE is generated if program is not a shader program, or
if either index is greater than one, or if colorNumber is greater than or
equal to the maximum number of color attachments.

After a program is linked, you can retrieve a fragment shader variable’s
output location, and source index, if applicable, by calling either
glGetFragDataLocation(), or glGetFragDataIndex().

GLint glGetFragDataLocation(GLuint program,
const GLchar *name);
GLint glGetFragDatalndex(GLuint program,
const GLchar *name);

Returns either the location or index of a fragment shader variable name
associated with the linked shader program program.

A —1 is returned if: name is not the name of applicable variable for
program; if program successfully linked, but doesn’t have an associated
fragment shader; or if program has not yet been, or failed, linking. In the
last case, a GL_INVALID_OPERATION error is also generated.

Selecting Color Buffers for Writing and Reading

The results of a drawing or reading operation can go into or come from
any of the color buffers:

e front, back, front-left, back-left, front-right, or back-right for the
default framebuffer, or

e front, or any renderbuffer attachment for a user-defined framebuffer
object.
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You can choose an individual buffer to be the drawing or reading target.
For drawing, you can also set the target to draw into more than one buffer
at the same time. You use glDrawBuffer(), or glDrawBuffers() to select the
buffers to be written and glReadBuffer() to select the buffer as the source
for glReadPixels(), glCopyTexImage*(), and glCopyTexSubImage*().

void glDrawBuffer(GLenum mode);
void glDrawBuffers(GLsizei n, const GLenum *buffers);

Selects the color buffers enabled for writing or clearing and disables
bufters enabled by previous calls to glDrawBuffer() or glDrawBuffers().
More than one buffer may be enabled at one time. The value of mode can
be one of the following:

GL_FRONT GL_FRONT_LEFT GL_NONE

GL_BACK  GL_FRONT_RIGHT GL_FRONT_AND_BACK
GL_LEFT GL_BACK_LEFT GL_COLOR_ATTACHMENTi
GL_RIGHT GL_BACK_RIGHT

If mode, or the entries in buffers is not one of the above, a
GL_INVALID_ENUM error is generated. Additionally, if a framebuffer
object is bound that is not the default framebuffer, then only GL_NONE
and GL_COLOR_ATTACHMENTi are accepted, otherwise a
GL_INVALID_ENUM error is generated.

Arguments that omit LEFT or RIGHT refer to both the left and right stereo
buffers; similarly, arguments that omit FRONT or BACK refer to both.

By default, mode is GL_BACK for double-buffered contexts.

The glDrawBuffers() routine specifies multiple color buffers capable of
receiving color values. buffers is an array of buffer enumerates. Only
GL_NONE, GL_FRONT_LEFT, GL_FRONT_RIGHT, GL_BACK_LEFT, and
GL_BACK_RIGHT are accepted.

When you are using double-buffering, you usually want to draw only in the
back buffer (and swap the buffers when you're finished drawing). In some
situations, you might want to treat a double-buffered window as though

it were single-buffered by calling glDrawBuffer(GL_FRONT_AND_BACK)
to enable you to draw to both front and back buffers at the same time.

For selecting the read buffer, use glReadBuffer().
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void glReadBuffer(GLenum mode);

Selects the color buffer enabled as the source for reading pixels for
subsequent calls to glReadPixels(), glCopyTexImage*(),
glCopyTexSubImage*(), and disables buffers enabled by previous calls to
glReadBuffer(). The value of mode can be one of the following:

GL_FRONT GL_FRONT_LEFT GL_NONE

GL_BACK  GL_FRONT_RIGHT GL_FRONT_AND_BACK
GL_LEFT GL_BACK_LEFT GL_COLOR_ATTACHMENT;i
GL_RIGHT GL_BACK_RIGHT

If mode is not one of the above tokens, a GL_INVALID_ENUM is
generated.

As we've seen, when a framebuffer object has multiple attachments, you
can control various aspects of what happens with the renderbuffer at an
attachment, like controlling the scissors box, or blending. You use the
commands glEnablei() and glDisablei() to control capabilities on a
per-attachment granularity.

void glEnablei(GLenum capability, GLuint index);
void glDisablei(GLenum capability, GLuint index);

Enables or disables capability for buffer index.

A GL_INVALID_VALUE is generated if index is greater than or equal to
GL_MAX_DRAW_BUFFERS.

GLboolean glIsEnabledi(GLenum capability, GLuint index);

Specifies whether target is enabled for buffer index.

A GL_INVALID_VALUE is generated if index is outside of the range
supported for farget.

Writing to Multiple Renderbuffers Simultaneously
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Dual-Source Blending

Advanced

Two of the blend factors already described in this chapters are the second
source blending factors and are special in that they are driven by a second
output in the fragment shader. These factors, GL_SRC1_COLOR and
GL_SRC1_ALPHA, are produced in the fragment shader by writing to an
output whose index is 1 (rather than the default 0). To create such an
output we use the index layout qualifier when declaring it in the fragment
shader. Example 4.13 shows an example of such a declaration.

Example 4.13 Layout Qualifiers Specifying the Index of Fragment
Shader Outputs

0, index

layout (location ,
0, index

layout (location

0) out vecd first_output;
1) out vecd second_output;

When calling glBlendFunc(), glBlendFunci(), glBlendFuncSeparate(), or
glBlendFuncSeparatei(), the GL_SRC_COLOR, GL_SRC_ALPHA,
GL_ONE_MINUS_SRC_COLOR, or GL_ONE_MINUS_SRC_ALPHA factors
will cause the blending equation’s input to be taken from first_input.
However, passing GL_SRC1_COLOR, GL_SRC1_ALPHA
GL_ONE_MINUS_SRC1_COLOR, or GL_ONE_MINUS_SRC1_ALPHA to
these functions will cause the input to be taken from second_output.
This allows some interesting blending equations to be built up by using
combinations of the first and second sources in each of the source and
destination blend factors.

For example, setting the source factor to GL_SRC1_COLOR and the
destination factor to GL_ONE_MINUS_SRC1_COLOR using one of the
blending functions essentially allows a per-channel alpha to be created in
the fragment shader. This type of functionality is especially useful when
implementing subpixel accurate antialiasing techniques in the fragment
shader. By taking the location of the red, green, and blue color elements in
the pixels on the screen into account, coverage for each element can be
generated in the fragment shader and be used to selectively light each color
by a function of its coverage. Figure 4.4 shows a close-up picture of the red,
green and blue picture elements in a liquid crystal computer monitor. The
subpixels are clearly visible, although when viewed at normal distance, the
display appears white. By lighting each of the red, green, and blue
elements separately, very high-quality antialiasing can be implemented.
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Figure 4.4 Close-up of RGB color elements in an LCD panel

Another possible use is to set the source and destination factors in the
blending equation to GL_ONE and GL_SRC1_COLOR. In this
configuration, the first color output is added to the framebuffer’s content,
while the second color output is used to attenuate the framebuffer’s
content. The equation becomes:

RGBdst - RGBsrCO + RGBsrcl * RGBdst

This is a classic multiply-add operation and can be used for many
purposes. For example, if you want to render a translucent object with a
colored specular highlight, write the color of the object to
second_output and the highlight color to first_output.
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Dual-Source Blending and Multiple Fragment Shader Outputs

Because the second output from the fragment shader that

is required to implement dual source blending may take from the resources
available to produce outputs for multiple framebuffer attachments (draw
buffers), there are special counting rules for dual-source blending. When
dual-source blending is enabled—that is, when any of the factors specified
to one of the glBlendFunc() functions is one of the tokens that includes
SRC1, the total number of outputs available in the fragment shader may be
reduced. To determine how many outputs may be used (and consequently,
how many framebuffer attachments may be active), query for the value

of GL_MAX_DUAL_SOURCE_DRAW_BUFFERS. Note that the OpenGL
specification only requires that GL_MAX_DUAL_SOURCE_DRAW_BUFFERS
be at least one. If GL_MAX_DUAL_SOURCE_DRAW_BUFFERS

is exactly one, this means that dual source blending and

multiple draw buffers are mutually exclusive and cannot be used together.

Reading and Copying Pixel Data

Once your rendering is complete, you may want to retrieve the rendered
image for posterity. In that case, you can use the glReadPixels() function
to read pixels from the read framebuffer and return the pixels to your
application. You can return the pixels into memory allocated by the
application, or into a pixel pack buffer, if one’s currently bound.

void glReadPixels(GLint x, GLint y, GLsizei width, GLsizei height,
GLenum format, GLenum type, void *pixels);

Reads pixel data from the read framebuffer rectangle whose lower-left
corner is at (x,y) in window coordinates and whose dimensions are width
and height, and then stores the data in the array pointed to by pixels.
format indicates the kind of pixel data elements that are read (color,
depth, or stencil value as listed in Table 4.9), and type indicates the data
type of each element (see Table 4.10.)

glReadPixels() can generate a few OpenGL errors. A
GL_INVALID_OPERATION error will be generated if format is set to
GL_DEPTH and there is no depth buffer; or if format is GL_STENCIL and
there is no stencil buffer; or if format is set to GL_DEPTH_STENCIL and
there are not both a depth and a stencil buffer associated with the
framebuffer, or if type is neither GL_UNSIGNED_INT 24 _8 nor
GL_FLOAT_32_UNSIGNED_INT_24 8 REV, then GL_INVALID_ENUM is
set.
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Table 4.9 glReadPixels() Data Formats

Format Value

Pixel Format

GL_RED or
GL_RED_INTEGER

GL_GREEN or
GL_GREEN_INTEGER

GL_BLUE or
GL_BLUE_INTEGER

GL_ALPHA or
GL_ALPHA_INTEGER

GL_RG or
GL_RG_INTEGER

GL_RGB or
GL_RGB_INTEGER

GL_RGBA or
GL_RGBA_INTEGER

GL_BGR or
GL_BGR_INTEGER

GL_BGRA or
GL_BGRA_INTEGER

GL_STENCIL_INDEX

GL_DEPTH_COMPONENT

GL_DEPTH_STENCIL

a single red color component

a single green color component

a single blue color component

a single alpha color component

a red color component, followed by a
green component

a red color component, followed by green
and blue components

a red color component, followed by green,
blue, and alpha components

a blue color component, followed by
green and red components

a blue color component, followed by
green, red, and alpha components

a single stencil index
a single depth component

combined depth and stencil components

You may need to specity which buffer you want to retrieve pixel values
from. For example, in a double-buffered window, you could read the pixels
from the front buffer or the back buffer. You can use the glReadBuffer()

routine to specify which buffer to retrieve the pixels from.

Reading and Copying Pixel Data

201



Table 4.10 Data Types for glReadPixels()

Type Value Data Type Packed
GL_UNSIGNED_BYTE GLubyte  No
GL_BYTE GLbyte No
GL_UNSIGNED_SHORT GLushort No
GL_SHORT GLshort No
GL_UNSIGNED_INT GLuint No
GL_INT GLint No
GL_HALF_FLOAT GLhalf
GL_FLOAT GLfloat No
GL_UNSIGNED_BYTE_3_3_2 GLubyte  Yes
GL_UNSIGNED_BYTE_2_3_3_REV GLubyte  Yes
GL_UNSIGNED_SHORT_5_6_5 GLushort  Yes
GL_UNSIGNED_SHORT_5_6_5_REV GLushort  Yes
GL_UNSIGNED_SHORT 4 _4 4 4 GLushort  Yes
GL_UNSIGNED_SHORT _4_4 4 4 REV GLushort  Yes
GL_UNSIGNED_SHORT_5_5_5_1 GLushort  Yes
GL_UNSIGNED_SHORT_1_5_5_5_REV GLushort  Yes
GL_UNSIGNED_INT_8 8 8 8 GLuint Yes
GL_UNSIGNED_INT_8 8 _8_8 REV GLuint Yes
GL_UNSIGNED_INT_10_10_10_2 GLuint Yes
GL_UNSIGNED_INT_2_10_10_10_REV GLuint Yes
GL_UNSIGNED_INT_24_8 GLuint Yes
GL_UNSIGNED_INT_10F_11F_11F_REV GLuint Yes
GL_UNSIGNED_INT_5_9_9_9 REV GLuint Yes

GL_FLOAT_32_UNSIGNED_INT_24_8 REV  GLfloat Yes

Clamping Returned Values

Various types of buffers within OpenGL—most notably floating-point
buffers—can store values with ranges outside of the normal [0, 1] range of
colors in OpenGL. When you read those values back using glReadPixels(),
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you can control whether the values should be clamped to the normalized
range or left at their full range using glClampColor().

void glClampColor(GLenum target, GLenum clamp);

Controls the clamping of color values for floating- and fixed-point
bufters, when target is GL_CLAMP_READ_COLOR. If clamp is set to
GL_TRUE, color values read from buffers are clamped to the range [0, 1];
conversely, if clamp is GL_FALSE, no clamping is engaged. If your
application uses a combination of fixed- and floating-point buffers, set
clamp to GL_FIXED_ONLY to clamp only the fixed-point values;
floating-point values are returned with their full range.

Copying Pixel Rectangles

To copy pixels between regions of a buffer, or even different framebuffers,
use glBlitFramebuffer(). It uses greater pixel filtering during the copy
operation, much in the same manner as texture mapping (in fact, the same
filtering operations, GL_NEAREST and GL_LINEAR are used during the
copy). Additionally, this routine is aware of multisampled buffers and
supports copying between different framebuffers (as controlled by
framebuffer objects).

void glBlitFramebuffer(GLint srcX0, GLint srcY0, GLint srcX1,
GLint srcY1, GLint dstX0, GLint dstYO,
GLint dstX1, GLint dstY1,
GLbitfield buffers, GLenum filter);

Copies a rectangle of pixel values from one region of the read framebuffer
to another region of the draw framebuffer, potentially resizing, reversing,
converting, and filtering the pixels in the process. srcX0, srcYO0, srcX1,
srcY1 represent the source region where pixels are sourced from, and
written to the rectangular region specified by dstXO0, dstYO0, dstX1, and
dstY1. buffers is the bitwise-or of GL_COLOR_BUFFER_BIT,
GL_DEPTH_BUFFER _BIT, and GL_STENCIL_BUFFER BIT, which
represent the buffers in which the copy should occur. Finally, filter
specifies the method of interpolation done if the two rectangular regions
are of different sizes, and must be one of GL_NEAREST or GL_LINEAR; no
filtering is applied if the regions are of the same size.

If there are multiple-color draw buffers, each buffer receives a copy of the
source region.

Copying Pixel Rectangles
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If srcX1 < srcXO0, or dstX1 < dstXO0, the image is reversed in the horizontal
direction. Likewise, if srcY1 < srcYO or dstY1 < dstY0, the image is reversed
in the vertical direction. However, If both the source and destination
sizes are negative in the same direction, no reversal is done.

If the source and destination buffers are of different formats, conversion
of the pixel values is done in most situations. However, if the read color
buffer is a floating-point format, and any of the write color buffers are
not, or vice versa; and if the read-color buffer is a signed (unsigned)
integer format and not all of the draw buffers are signed (unsigned)
integer values, the call will generate a GL_INVALID_OPERATION, and no
pixels will be copied.

Multisampled buffers also have an effect on the copying of pixels. If the
source buffer is multisampled, and the destination is not, the samples are
resolved to a single pixel value for the destination buffer. Conversely, if
the source buffer is not multisampled, and the destination is, the source
pixel’s data is replicated for each sample. Finally, if both buffers are
multisampled and the number of samples for each buffer is the same, the
samples are copied without modification. However, if the buffers have a
different number of samples, no pixels are copied, and a
GL_INVALID_OPERATION error is generated.

A GL_INVALID_VALUE error is generated if buffers have other bits set
than those permitted, or if filter is other than GL_LINEAR or
GL_NEAREST.
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Chapter 5

Viewing Transformations,
Clipping, and Feedback

Chapter Objectives

After reading this chapter, you'll be able to do the following:

e View a three-dimensional geometric model by transforming it to have
any size, orientation, and perspective.

e Understand a variety of useful coordinate systems, which ones are
required by OpenGL, and how to transform from one to the next.

e Transform surface normals.
e Clip your geometric model against arbitrary planes.

e Capture the geometric result of these transforms, before displaying
them.

205



206

Previous chapters hinted at how to manipulate your geometry to fit into
the viewing area on the screen, but we'll give a complete treatment in this
chapter. This includes feedback, the ability to send it back to the
application, as well as clipping, the intersection of your geometry with
planes either by OpenGL or by you.

Typically, you'll have many objects with independently specified
geometric coordinates. These need to be transformed (moved, scaled, and
oriented) into the scene. Then, the scene itself needs to be viewed from a
particular location, direction, scaling, and orientation.

This chapter contains the following major sections:

e ‘““Viewing” provides an overview of how computer graphics simulates
the three-dimensional world on a two-dimensional display.

e “User Transformations’’ characterize the various types of
transformations that you can employ in shaders to manipulate vertex
data.

o “OpenGL Transformations” are the transformations OpenGL
implements.

e ‘“Transform Feedback” describes processing and storing vertex data
using vertex-transforming shaders to optimize rendering performance.

Viewing

If we display a typical geometric model’s coordinates directly onto the
display device, we probably won't see much. The range of coordinates in
the model (e.g., —100 to +100 meters) will not match the range of
coordinates consumed by the display device (e.g., 0 to 1919 pixels) and it
is cumbersome to restrict ourselves to coordinates that would match. In
addition, we want to view the model from different locations, directions,
and perspectives. How do we compensate for this?

Fundamentally, the display is a flat, fixed, two-dimensional rectangle while
our model contains extended three-dimensional geometry. This chapter
will show how to project our model’s three-dimensional coordinates onto
the fixed two-dimensional screen coordinates.

The key tools for projecting three dimensions down to two are a viewing
model, use of homogeneous coordinates, application of linear transformations
by matrix multiplication, and setting up a viewportmapping. These tools
are each discussed in detail below.
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Viewing Model

For the time being, it is important to keep thinking in terms of
three-dimensional coordinates while making many of the decisions that
determine what is drawn on the screen. It is too early to start thinking
about which pixels need to be drawn. Instead, try to visualize
three-dimensional space. It is later, after the viewing transtormations are
completed, after the subjects of this chapter, that pixels will enter the
discussion.

Camera Model

The common transformation process for producing the desired view is
analogous to taking a photograph with a camera. As shown in Figure 5.1
the steps with a camera (or a computer) might be the following:

Rectangular
cone of view

Position
Camera

3. Select Lens &=

Figure 5.1 Steps in configuring and positioning the viewing frustum

1. Move your camera to the location you want to shoot from and point
the camera the desired direction (viewing transformation).

2. Move the subject to be photographed into the desired location in the
scene (modeling transformation).

3. Choose a camera lens or adjust the zoom (projection transformation).

4. Take the picture (apply the transformations).

Viewing
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5. Stretch or shrink the resulting image to the desired picture size
(viewport transformation). For 3D graphics, this also includes
stretching or shrinking the depth (depth-range scaling). This is not to
be confused with Step 3, which selected how much of the scene to
capture, not how much to stretch the result.

Notice that Steps 1 and 2 can be considered doing the same thing, but in
opposite directions. You can leave the camera where you found it and
bring the subject in front of it, or leave the subject where it is and move
the camera toward the subject. Moving the camera to the left is the same
as moving the subject to the right. Twisting the camera clockwise is the
same as twisting the subject counterclockwise. It is really up to you which
movements you perform as part of Step 1, with the remainder belonging to
Step 2. Because of this, these two steps are normally lumped together as
the model-view transform. It will, though, always consist of some
sequence of movements (translations), rotations, and scalings. The
defining characteristic of this combination is in making a single, unified
space for all the objects assembled into one scene to view, or eye space.

In OpenGL, you are responsible for doing Steps 1 through 3 above in your
shaders. That is, you'll be required to hand OpenGL coordinates with the
model-view and projective transformations already done. You are also
responsible for telling OpenGL how to do the viewport transformation for
Step 5, but the fixed rendering pipeline will do that transformation for
you, as described in “OpenGL Transformations’’ on Page 236.

Figure 5.2 summarizes the coordinate systems required by OpenGL for the
tull process. So far, we have discussed the second box (user transforms) but
are showing the rest to set the context for the whole viewing stack,
finishing with how you specity your viewport and depth range to OpenGL.
The final coordinates handed to OpenGL for clipping and rasterization are
normalized homogeneous coordinates. That is, the coordinates to be drawn
will be in the range [-1.0, 1.0] until OpenGL scales them to fit the
viewport.
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Your starting (x, y, z) object/model Object units; could be
coordinates

coordinates meters, inches, etc.
Append w of 1.0
You need these
n orclier to " » (x, ¥, z, 1.0) homogeneous Same units
translate an model coordinates

project
| User/shader transforms: scale, rotate, translate, project
OpenGL » (x, v, z, w) homogeneous Units normalized such that divide by w
required input clip coordinates leaves visible points between -1.0 to +1.0
| OpenGL divide by w
Scaled by OpenGL to
your viewport and (x, y, z) normalized Range of -1.0 to +1.0 for xand y
depth range device coordinates | and 0.0 to 1.0 for z

| OpenGL clipping and viewport/depth-range transform |

(x, y) are window coordinates (x, y) units are in pixels (with fractions)
zis depth coordinate zisin range of 0.0 to 1.0, or depth range

Rasterization

Figure 5.2 Coordinate systems required by OpenGL

(The coordinate systems are the boxes on the left. The central boxes
transform from one coordinate system to the next. Units are described to
the right.)

It will be useful to name additional coordinate systems lying within the
view, model, and projection transforms. These are no longer part of the
OpenGL model, but still highly useful and conventional when using
shaders to assemble a scene or calculate lighting. Figure 5.3 shows an
expansion of the user transforms box from Figure 5.2. In particular, most
lighting calculations done in shaders will be done in eye space. Examples
making full use of eye space are provided in Chapter 7, “Light and
Shadow”’.

Viewing
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(x, v, z, 1.0) homogeneous Object units
model coordinates

User/shader transforms

Model Transform:
Scale, rotate, translate object into scene

(x, y, z, 1.0) world
coordinates

View Transform:
Orient scene in front of viewer's eye

Most lighting » (% y, 2, 1.0) eye
needs eye space coordinates

Projection Transform:
Apply perspective and size the frustum

OpenGL needs » (x, ¥, z, w) homogeneous Units normalized such that divide by w
these clip coordinates leaves visible points between -1.0 to +1.0

Figure 5.3 User coordinate systems unseen by OpenGL
(These coordinate systems, while not used by OpenGL, are still vital for
lighting and other shader operations.)

Viewing Frustum

Step 3 in our camera analogy chose a lens, or zoom amount. This selects
how narrow or wide of a rectangular cone through the scene the camera
will capture. Only geometry falling within this cone will be in the final
picture. At the same time, Step 3 will also produce the information needed
(in the homogeneous fourth coordinate, w) to later create the
foreshortening effect of perspective.
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Figure 5.4 A view frustum

OpenGL will additionally exclude geometry that is too close or too far
away; that is, those in front of a near plane or those behind a far plane.
There is no counterpart to this in the camera analogy (other than cleaning
foreign objects from inside your lens), but is helpful in a variety of ways.
Most importantly, objects approaching the cone’s apex appear infinitely
large, which causes problems, especially if they should reach the apex. At
the other end of this spectrum, objects too far away to be drawn in the
scene are best excluded for performance reasons and some depth precision
reasons as well, if depth must span too large a distance.

Thus, we have two additional planes intersecting the four planes of the
rectangular viewing cone. As shown in Figure 5.4, these six planes define a
frustum-shaped viewing volume.

Frust