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Self- attention : attention over the
words in a sequence that is

being predicted

Allows us to look back " sparsely
"

at the context
d
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Multi - head self -attention : do several

copies of attention in parallel
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