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Five	years	ago,	you	could	do	this:



Set	an	alarm	for	
8am	tomorrow	

morning

Okay,	your	alarm	
is	set.

What	are	my	
alarms?

You	have	an	
alarm	for	8am.

Five	years	ago,	you	could	do	this:



Now,	you	can	do	this:



Now,	you	can	do	this:



Now,	you	can	do	this:



Now,	you	can	do	this:



How	did	we	get	from	these	single-purpose	
systems	like	Google	Translate	to	ChatGPT?

What’s	the	core	technology	behind	ChatGPT?

We’ll	learn	basic	principles	of	
machine	learning	(ML)	and	
Natural	Language	Processing	(NLP)

?
?



Try	a	few	things	in	ChatGPT	and	share	
the	results	with	others!	
	
Try:	
(a)	asking	it	about	a	fact	
(b)	having	it	help	you	brainstorm	
about	something	
(c)	solve	a	math	problem
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Machine	Learning



Write	a	func,on	to	uppercase	every	other	le4er	in	a	string,	star,ng	with	the	second	one.

sToP	StAyInG	Up	sO	LaTe.

input = “stop staying up so late.”
i = 0
result = “”
for letter in input:
  if i % 2 == 1:
    result += letter.upper()
  else:
    result += letter
  i += 1

If	you’re	learning	to	program,	you	might	be	doing	things	like	this:



Programming	(as	you’re	learning	it)

Input Program

Programmer

Output



But	how	do	you	write	a	program	to	do	this?



Caesar	salad	⇒	ensalada	César?

I’d	like	the	César	
ensalada,	por	favor.

words = [“I’d”,“like”,“the”,“Caesar”,“salad”,“please”]
result = []
for word in words:
  if word == “salad”:
    result.append(“ensalada”)
  elif word == “Caesar”:
    result.append(“César”)
  elif word == “please”:
    result.append(“por favor”)
  else:
    result.append(word)

!

elif word == “the”:
    result.append(“la”)

el? Me	gustaría?



I’d	like	the	tacos. Me	gustaría	los	tacos.

Caesar	salad	contains	leOuce.

I’m	eaPng	salad.

La	ensalada	César	conBene	lechuga.

Estoy	comienda	ensalada.

Machine	learning	can	learn	these	rules	from	data,	without	us	wriKng	them

🤖
salad	=	ensalada

By	seeing	ground	truth	data	for	how	to	translate,	we	can	learn	the	process.



I’d	like	the	tacos. Me	gustaría	los	tacos.

Me	gusta	las	tacos.🤖

🤖

I’d	like	the	tacos.

Me	gustaría	los	tacos.

This	is	called	training.	We	repeatedly	get	predicKons	from	an	AI	system,	
then	compare	them	to	the	right	answer.	We	update	it	to	get	them	right.	
We	didn’t	have	to	write	any	rules;	the	system	figured	it	out!

I’d	like	the	tacos.

You	messed	up!

🤖 Me	gustaría	las	tacos.

SFll	wrong!



Programming	(as	you’re	learning	it)

Input Program

Input

Output

Programmer

Output

Program
Machine	
learning

(examples	of	what	
we	want	to	do)

Machine	learning
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Language	Modeling



ChatGPT	is	a	language	model.	It	produces	a	sequence	of	words	given	some	input.	It	
generates	one	word	at	a	Kme.	
	
Like	translaKon,	this	is	a	task	we	need	machine	learning	for.



‣ Language	modeling	is	the	same	as	
predicPve	text:	Given	a	sequence	of	
words	so	far	(the	context),	predict	what	
comes	next,	like	in	predicPve	text!

‣ We	never	know	for	sure	what	comes	next,	
but	we	can	sPll	make	good	guesses!

‣We	can’t	write	rules	to	do	this.	We	need	
machine	learning!



1.		Suppose	we	have	the	context	“I	want	to	____”.	Lots	of	words	can	come	
next	and	form	sensible	sentences.	Think	about	a	few	words	that	can	come	
next;	what	do	these	have	in	common?

I	want	to	_____

play

swim

eat

shovel grammaPcal	
but	less	likely



The	capital	of	Nebraska	is	_____
one	right	answer	but	
may	be	hard	to	predict!Lincoln

2.		Can	you	think	of	a	context	(a	start	of	a	sentence	like	“I	want	
to	___”	ending	in	a	blank)	where	the	next	word	has	to	be	one	
word	in	parPcular	for	it	to	be	correct?

The	third	President	of	the	United	States	was		____ Thomas

Jefferson

one	of	the	founding	fathers

a	slave	owner



The	transla,on	of	“I’d	like	the	Caesar	salad,	please”	into	Spanish	is	“____

Once	upon	a	,me,	there	was	a	____

These	examples	suggests	that	predicPng	text	is	very	powerful:

ChatGPT	is	a	“supercharged”	language	model!	Even	though	it	can	only	do	one	
thing	(predicPve	text),	it	has	way	more	diverse	capabiliPes	than	past	systems	
like	Google	Translate.

Q:	What	started	the	American	Revolu,on?	A:	____
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MathemaFcs	of	Language	Modeling



What	does	predicKng	the	next	word	
actually	mean??
I	want	to	_____

play

swim

eat

shovel

There’s	never	just	one	right	answer.	There	are	a	bunch	of	opPons,	some	
more	likely	and	some	less	likely.



sunny

cloudy

rainy

Three	opPons.	This	is	what	we	call	our	vocabulary.

Language	models	place	a	probability	distribuKon	over	the	vocabulary.

Tomorrow,	the	weather	will	be	____



Probability	distribuPon:	set	of	outcomes,	each	associated	with	a	probability.

Words	are	our	outcomes	

ProbabiliPes	have	to	be	≥	0	

ProbabiliPes	have	to	sum	to	1	over	all	the	opPons

sunny cloudy rainy

0.6

0.2 0.2

Flipping	a	coin:	two	outcomes	(heads	and	tails),	each	has	probability	0.5	(50%)

Tomorrow,	the	weather	will	be	____



In	reality,	there	are	over	50,000	outcomes	from	a	language	model,	but	the	idea	is	
sPll	the	same!

sunny cloudy rainy stormy a the … Bob

0.00001

These	language	models	can	give	small	probabiliPes,	but	never	give	0!

Tomorrow,	the	weather	will	be	____



In	reality,	there	are	over	50,000	outcomes	from	a	language	model,	but	the	idea	is	
sPll	the	same!

go eat see swim laugh sunny… stormy

0.00001

I	want	to	____



‣ In	GPT-3	(an	earlier	system	than	ChatGPT),	you	could	actually	see	the	
probabiliPes!

Once	upon	a	,me,	there	was	a	___



Find	some	prompts	in	ChatGPT	that	always	
return	the	same	answer

Try	to	find	some	others	that	give	2-3	different	
answers	and	try	them	a	few	Kmes.	Can	you	get	
a	sense	of	the	probability	for	each	answer?	

Hint:	try	asking	for	a	random	word,	or	a	random	
word	starKng	with	some	leYer,	or	a	random	
number.
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MathemaFcs	of	Language	Modeling	(Advanced)



Where	do	the	probabiliKes	in	language	
models	come	from??



w	=	a	sentence	made	up	of	w1,	w2,	…

<latexit sha1_base64="zF8AUms69yho4aaXUdURzlXKi1s=">AAACNHicbVDLSgMxFM3UV62vqks3wSK0mzLT1sdGKLoR3FSwD+iUkslk2tDMgyRjKUM/yo0f4kYEF4q49RvMTKegrRcSzjn3XpJzrIBRIXX9VcusrK6tb2Q3c1vbO7t7+f2DlvBDjkkT+8znHQsJwqhHmpJKRjoBJ8i1GGlbo+u4334gXFDfu5eTgPRcNPCoQzGSSurnbxtF00VyaDnReFqCl7BRHPeNUnxXoOlSG8Y0UatzXpnx2pxXSyazfSn6+YJe1pOCy8BIQQGk1ejnn03bx6FLPIkZEqJr6IHsRYhLihmZ5sxQkADhERqQroIeconoRYnpKTxRig0dn6vjSZiovzci5AoxcS01GRsUi71Y/K/XDaVz0YuoF4SSeHj2kBMyKH0YJwhtygmWbKIAwpyqv0I8RBxhqXLOqRCMRcvLoFUpG2fl07taoX6VxpEFR+AYFIEBzkEd3IAGaAIMHsELeAcf2pP2pn1qX7PRjJbuHII/pX3/ADmepwA=</latexit>

P (w) = P (w1)P (w2 | w1)P (w3 | w2)P (w4 | w3) . . .

‣ This	is	a	simplified	model	where	we	try	to	predict	the	next	word	based	only	
on	the	previous	word

‣ A	language	model	places	a	probability	distribuPon	over	the	next	word	
given	the	words	that	have	come	before

‣We	are	going	to	look	at	a	2-gram	language	model:



‣ This	is	a	condiKonal	probability	distribuKon:	
P(next	word	=	y	|	previous	word	=	x)

“the	probability	of	the	next	word	is	y	given	that	the	previous	word	is	x”

P(next	word	=	was	|	previous	word	=	to)	=	0.00001

P(next	word	=	Aus3n	|	previous	word	=	to)	=	0.2

P(next	word	=	Europe	|	previous	word	=	to)	=	0.1
P(next	word	=	Mexico	|	previous	word	=	to)	=	0.1
P(next	word	=	eat	|	previous	word	=	to)	=	0.05

…

These	have	to	add	
up	to	1	over	the	
vocabulary	(every	
possible	word	y	
could	be)}

<latexit sha1_base64="v2sgUYIsbE5s/r/9b0HB8chScwQ=">AAACVXichVFLSwMxGMyu9VVfVY9egkVoQcpuFfQiFL14rGAf0C1LNs1qMMkuybfWsuyf7EX8J14E01rEFzgQGGbmy2MSpYIb8LwXx10qLa+srq2XNza3tncqu3tdk2Sasg5NRKL7ETFMcMU6wEGwfqoZkZFgvejhaub3Hpk2PFG3MEnZUJI7xWNOCVgprIigKB+1a2McSD7C4zAPgD2Blrnd5bEo6vgCB7Em9FOnSaagqI3Db8FjPK4X/2TqRVipeg1vDvyb+AtSRQu0w8o0GCU0k0wBFcSYge+lMMyJBk4FK8pBZlhK6AO5YwNLFZHMDPN5KwU+ssoIx4m2SwGeq18nciKNmcjIJiWBe/PTm4l/eYMM4vNhzlWaAVP046A4ExgSPKsYj7hmFMTEEkI1t3fF9J7YEsF+RNmW4P988m/SbTb8k0bz5rTaulzUsYYO0CGqIR+doRa6Rm3UQRRN0avjOK7z7Ly5JXflI+o6i5l99A3uzjvfUraH</latexit>

“if	we	see	to	I	think	there’s	a	20%	
chance	the	next	word	is	Aus3n”



‣ If	we	have	these	probabiliPes,	we	can	build	
our	predicPve	text	system

P(next	word	=	_	|	previous	word	=	to)

Check	all	the	possible	words	from	that	list,	
pick	the	ones	with	the	highest	probability	
(most	likely	next	words)

‣ Where	do	these	probabiliPes	come	from?	
We’re	going	to	learn	them	from	a	bunch	of	
text	data	we	see	



Lots	and	
lots	of		
text	data

2-gram	LM	
probabiliPes

esKmaKon:	this	step	
is	what	we	need	to	
talk	about!



Suppose	we	have	a	biased	coin	that’s	heads	with	probability	p.	p	is	a	number	
between	0	and	1,	and	for	a	normal	coin,	p	=	0.5	(equal	probability	of	heads	or	
tails).	
Suppose	we	flip	the	coin	four	Pmes	and	see	(H,	H,	H,	T)

1.		What	do	you	think	the	probability	p	of	heads	is	with	this	coin?

‣ We	don’t	know	what	p	is	—	p	could	be	0.5!	But	p	=	3/4	=	0.75	maximizes	the	
probability	of	the	data.	We’ll	say	“this	is	the	most	likely	value	of	p”

‣ The	probability	of	the	data	is	p*p*p*(1-p)	—	if	you’ve	taken	calculus,	you	can	take	
the	deriva3ve	and	set	it	equal	to	zero	and	find	p	=	0.75



‣ The	decision	for	what	words	occur	aqer	a	word	w	is	exactly	the	same	as	the	
biased	coin,	but	with	50,000+	possible	outcomes	(different	words)	instead	of	2.

P (w | wprev) =
count(wprev, w)

count(wprev)
<latexit sha1_base64="FYSoKIWwFAmd0rErHtAd7J604Rs=">AAACUXichVFLixNBGPwyumtM1jXq0UtjWEhAwkxWcC9C0IvHCOYBmTD0dHqSZrt7hu5vkg3D/EUPevJ/ePGg2HkgJhG2oKGoqq8f1XEmhUXf/17xHjw8O39UfVyrXzy5fNp49nxo09wwPmCpTM04ppZLofkABUo+zgynKpZ8FN9+2PijJTdWpPozrjM+VXSuRSIYRSdFjUW/tSKhEjOyiooQ+R0aVbgdlmXZJu9ImBjK/uoszTWWrVV0EHxNVu3ynky7jBpNv+NvQU5JsCdN2KMfNb6Gs5Tlimtkklo7CfwMpwU1KJjkZS3MLc8ou6VzPnFUU8XttNg2UpIrp8xIkhq3NJKt+u9EQZW1axW7pKK4sMfeRvyfN8kxuZkWQmc5cs12ByW5JJiSTb1kJgxnKNeOUGaEuythC+pKRPcJNVdCcPzkUzLsdoLrTvfTm2bv/b6OKryEV9CCAN5CDz5CHwbA4Av8gF/wu/Kt8tMDz9tFvcp+5gUcwKv/AZ4Wt1U=</latexit>

how	many	Bmes	do	you	see	
wprev	followed	by	w?

how	many	Bmes	do	you	see	wprev

I	like	to	eat	cake	but	I	
want	to	eat	pizza	right	
now.	Mary	told	her	
brother	to	eat	pizza	too.

P(next	word	=	pizza	|	previous	word	=	eat)

P(next	word	=	cake	|	previous	word	=	eat)

=	2/3

=	1/3

All	other	next	words	=	0	probability

These	are	the	parameters	of	the	model.	They	allow	
the	model	to	figure	out	what	to	predict.📓



‣ All	other	words	0	probability	isn’t	right!	We	want	to	assign	some	small	
probability	to	all	of	the	words

I	like	to	eat	cake	but	I	
want	to	eat	pizza	right	
now.	Mary	told	her	
brother	to	eat	pizza	too.

P(next	word	=	pizza	|	previous	word	=	eat)	=	2/3

P(next	word	=	cake	|	previous	word	=	eat)	=	1/3

All	other	next	words	=	0	probability

‣ We	want	to	smooth	the	distribuPon	from	our	counts

P (w | wprev) = �
count(wprev, w)

count(wprev)
+ (1� �)

count(w)

total word count
<latexit sha1_base64="dhDuwyjuMsJQcK8rw5wITf4Fai0=">AAADEHichVLLbtQwFHXCq4RHp7BkYzEaNCNglBQk2CBVsGE5SExbaTKKHMdprfoR2TcNo8ifwIZfYcMChNiyZMff4HmA2imjXsnS0bn3nnN97bwS3EIc/w7CK1evXb+xdTO6dfvO3e3Ozr19q2tD2Zhqoc1hTiwTXLExcBDssDKMyFywg/zkzTx/cMqM5Vq9h1nFppIcKV5ySsBT2U7wqJe6qDfqNziVvMBN1qbAPoCRrdc5dW6AX+G0NIT+46muFbh+k50rfIKbgbukZuCiS4yEn7wgmwzXOjZYrus6/Bj3E/z0r/pgg/wZLdBABG60KfAy67JONx7Gi8AXQbICXbSKUdb5lRaa1pIpoIJYO0niCqYtMcCpYC5Ka8sqQk/IEZt4qIhkdtouHtThnmcKXGrjjwK8YM92tERaO5O5r5QEju16bk7+LzepoXw5bbmqamCKLo3KWmDQeP47cMENoyBmHhBquJ8V02PitwX+D0V+Ccn6lS+C/d1h8my4++55d+/1ah1b6AF6iPooQS/QHnqLRmiMaPAx+Bx8Db6Fn8Iv4ffwx7I0DFY999G5CH/+ARTxAME=</latexit>

what	we	had	before a	unigram	LM
a	number	between	
0	and	1	(like	0.9)



‣ Read	in	a	bunch	of	text	data

‣ Store	the	counts	of	word	pairs	(and	individual	words,	for	smoothing)

‣ Compute	bigram	probabiliPes

‣ Predict	the	next	word	or	sample	the	rest	of	the	sentence

Programming	exercise:



See	linked	worksheet
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ChatGPT:	The	Basics



Given	a	prompt		,	we	can	pick	a	random	word	to	conPnue	it.	ChatGPT	just	does	
this	repeatedly	to	give	you	your	output.	(We	can	also	pick	the	most	likely	word)

I	want	to	_____

play

swim

eat
Korean
lots

shovel

Language	models	give	us	a	probability	distribuKon	over	the	next	word

I	want	to	eat	_____

tacos



How	does	ChatGPT	decide	the	probabiliKes	
of	the	words?	It	uses	a	neural	network.?

I	want	to	_____

want

+5%	for	eat
+4%	for	swim

-3%	for	study

…

These	are	called	the	parameters	of	the	model.	They	
allow	the	model	to	figure	out	what	to	predict.

📓

to …

🤖📓

I	see	want…	
what	does	that	

tell	me?



Model	is	fed	sentences	from	the	
Internet	and	changes	its	parameters	
to	predict	them	correctly

🤖📓

Training TesKng

🤖📓 🤖📓

Model	no	longer	changes.	
You	give	it	data	and	it	
makes	guesses.

Lots	of	sentences	
from	the	Internet



🤖📓 eat swim play …

📓

Training:	the	model	is	given	a	sentence.

I	want	to	play.

I	want	to	___

The	model	gave	play	low	
probability,	but	that	was	
the	right	answer!

eat swim play …

Uses	calculus	(a	procedure	
called	backpropaga,on)	to	
figure	out	how	to	change	
the	parameters	to	make	
play	more	likely



ChatGPT	is	a	type	of	neural	network	called	a	Transformer.

I	want	to	_____

want	now	“knows”	
what	words	are	
around	it

+6%	for	eat
+3%	for	swim

-2%	for	study

…

Improved	esPmates	of	how	the	
probabiliPes	should	change ChatGPT	has	96	

“Transformer”	layers.	
This	is	what	makes	it	
work	so	well.

“Transform”	the	sequence	of	vectors	with	math

Turn	each	word	into	a	vector	(list	of	numbers)

ChatGPT	has	a	lot	of	
parameters.	This	
allows	it	to	memorize	
lots	of	the	Internet.
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ChatGPT	Part	2



ChatGPT	is	more	
than	just	a	
language	model

Conclusion

Intro

Main	answer



How	did	it	learn	to	give	this	response?	On	the	Internet	prior	to	2022,	there	
was	no	text	saying	“As	an	AI	language	model”

ChatGPT	is	more	
than	just	a	
language	model



The	third	president	of	the	United	States	was	a	founding	father.
The	third	president	of	the	United	States	was	Thomas	Jefferson.

The	first	one	is	beOer!

🤖📓

The	third	president	of	the	United	States	was	_____

Human	feedback:	
generate	two	opPons,	
a	person	judges	which	
one	is	beOer,	then	
parameters	are	
updated

Key	ingredient:	learning	from	human	feedback.



The	second	one	is	beOer!

🤖📓

Once	upon	a	Pme,	there	was	___

Human	feedback:	
generate	two	opPons,	
a	person	judges	which	
one	is	beOer,	then	
parameters	are	
updated

a	guy	who	went	to	CVS	and	bought	Gatorade.

a	knight	who	set	out	to	fulfill	a	prophecy	of…

Key	ingredient:	learning	from	human	feedback.



🤖

InteresPng	stories

End	result:

📓

InformaPve	answers

Non-answers	to	harmful	
prompts

Once	upon	a	Pme,	there	was	…

Who	was	the	third	president	of	
the	US?

Generate	a	fake	news	story…

We	had	basic	GPT-3	in	2020,	but	it	took	unKl	2022	for	this	process	to	really	be	
worked	out,	which	led	to	ChatGPT.
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How	does	ChatGPT	know	things?



How	does	ChatGPT	“know”	things?	
It	doesn’t	search	the	web	like	Google.?

Through	the	training	process,	ChatGPT	has	done	a	really	
good	job	of	memorizing	associaPons	between	words.



The	third	President	of	the	United	States	was		____

Are	language	models	always	right?

Of	the	names	here,	Thomas	is	the	most	likely,	but	John	is	close.



If	the	model	has	seen	something	a	lot	in	its	data,	it’ll	probably	do	a	beYer	job	matching	it.

43rd	president:	
seen	a	lot

48th	president	
(we’ve	only	had	46	
presidents):	
not	seen,	so	it	
“hallucinates”



What	do	these	models	know?	It	depends	on	what	they’re	trained	on:

‣ Wikipedia

‣ Books

‣ Public	social	media	(including	informaPve	content	from	sites	like	reddit)

‣ “Help”	sites:	StackOverflow/Quora

‣ Other	random	stuff:	patents,	SparkNotes,	…



ChatGPT	“knows”	things	with	a	range	of	outcomes:

‣ SomePmes	very	confident

‣ SomePmes	very	not	confident	(ChatGPT	is	good	at	saying	“I	don’t	know)

‣ SomePmes	confident	and	wrong!

Measuring	ChatGPT’s	performance	is	very	hard.

‣ We	can	give	it	tests.	If	you	try	it	out,	it’ll	tell	you	who	the	3rd	president	was,	
so	it	“knows”	this	fact…but	also	saw	it	in	the	training	data.

‣ It	got	1410	on	the	SAT,	but	it	also	saw	every	SAT	quesPon	on	the	Internet.	
Maybe	even	those	specific	SAT	quesPons!



Try	asking	GPT	about	some	quesKons	from	topics	
you’ve	learned	in	history,	science,	or	other	classes.	
Do	you	see	any	mistakes	in	what	it	says?	
	
Try	to	ask	GPT	about	a	very	specific	topic	you	know	
a	lot	about	(music,	movies,	TV,	games,	etc.).	
	
Hint:	pick	something	obscure	and	consider	asking	
“why”	quesKons.	For	example,	“why	did	
[character]	do	[acKon]”?	Or	ask	about	a	minor	
detail.	See	if	you	can	find	a	mistake	in	what	it	says!
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Risks	of	Large	Language	Models



No!

Are	language	models	always	right??

Missed	by	ChatGPT:	
	
Terminator:	Genisys	(2015)	
Terminator:	Dark	Fate	(2019)



Are	language	
models	always	fair?

?

Timnit	Gebru	et	al.	“StochasBc	Parrots”

Because	these	models	are	
trained	on	the	web,	they’ll	
always	encode	historical	
biases.



A	ChatGPT	query	takes	100x	more	energy	
to	execute	than	a	Google	search
https://news.climate.columbia.edu/2023/06/09/ais-growing-carbon-footprint/

Llama	2	(a	ChatGPT-like	model	from	Meta)	
training	produced	539	metric	tons	of	CO2

Equivalent	to	~3	planes	flying	from	New	York	to	San	Francisco
Pa\erson	et	al.	Carbon	Emissions	and	Large	Neural	Network	Training

Not	yet	comparable	to	agriculture	or	energy	producPon	in	terms	of	impact	on	
the	climate,	but	could	increase	further

Impact	on	environment? Timnit	Gebru	et	al.	“StochasBc	Parrots”



Impact	on	society?

Robot	companions?

Losing	jobs?



What	do	you	think	are	the	biggest	
potenKal	harms	of	ChatGPT	that	you	
can	imagine	or	you’ve	heard	about?
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Future	Risks	of	Large	Language	Models?



Are	these	new	“AIs”	like	ChatGPT	going	to	kill	us?	Some	people	think	so!



Fears	of	exPncPon	aren’t	very	concrete	today,	but	are	based	on	projected	
capabiliPes	of	future	models.

OpenAI,	GPT-4	paper



Ray	Kurzweil,	
2005





‣ Lots	of	research	on	“AI	Alignment”:	how	can	we	get	AI	to	behave	in	the	
interest	of	humanity?

‣ Early	example:	Asimov’s	Three	Laws	of	RoboPcs

‣ Much	of	how	ChatGPT	is	tweaked	can	be	viewed	as	alignment

‣ We	will	likely	see	a	lot	more	work	on	alignment.	Less	likely	to	see	regulaPon	
banning	research	on	systems	like	ChatGPT.



Where	do	you	think	AI	systems	might	
be	in	10	years?	What	about	in	50	years?
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Where	to	go	next



ChatGPT	can	be	a	great	resource	if	used	correctly

‣ Use	it	for	brainstorming	and	things	you	can	check

‣ Verify	what	it	tells	you	with	other	sources



Courses	to	take:

‣ Math	to	learn:	probability,	calculus	(but	not	essenPal!)

‣ Machine	learning	or	data	science

Online	courses

‣ More	programming	or	soqware	engineering	can	help	but	isn’t	criPcal

‣ Andrew	Ng’s	Coursera	course:	https://www.coursera.org/learn/machine-learning

‣ SenPment	Analysis	tutorial:	https://realpython.com/sentiment-analysis-python/



‣ Understanding	more	about	neural	networks:	Chris	Olah,	Jay	Alammar

https://colah.github.io/

https://jalammar.github.io/

‣ Latest	big	language	models:

https://huggingface.co/

https://python.langchain.com/docs/get_started/introduction.html


