
Open-Domain	QA

‣ SQuAD-style	QA	is	very	ar6ficial,	not	really	a	real	applica6on

‣ Real	QA	systems	should	be	able	to	handle	more	than	just	a	paragraph	
of	context	—	theore6cally	should	work	over	the	whole	web?

Q:	What	was	Marie	Curie	the	recipient	of?

Marie	Curie	was	awarded	the	Nobel	Prize	in	Chemistry	and	
the	Nobel	Prize	in	Physics…

Mother	Teresa	received	the	Nobel	Peace	Prize	in…

Curie	received	his	doctorate	in	March	1895…

Skłodowska	received	accolades	for	her	early	work…



Open-Domain	QA

‣ SQuAD-style	QA	is	very	ar6ficial,	not	really	a	real	applica6on

‣ Real	QA	systems	should	be	able	to	handle	more	than	just	a	paragraph	
of	context	—	theore6cally	should	work	over	the	whole	web?

‣ QA	pipeline:	given	a	ques6on:

‣ Retrieve	some	documents	with	an	IR	system

‣ Zero	in	on	the	answer	in	those	documents	with	a	QA	model

‣ This	also	introduces	more	complex	distractors	(bad	answers)	and	
should	require	stronger	QA	systems



DrQA

Chen	et	al.	(2017)

‣ How	oTen	does	the	
retrieved	context	
contain	the	answer?	
(uses	Lucene)

‣ Full	retrieval	results	
using	a	QA	model	
trained	on	SQuAD:	task	
is	much	harder	



Retrieval	with	BERT

Lee	et	al.	(2019)

‣ Can	we	do	beZer	than	a	
simple	IR	system?

‣ Encode	the	query	with	BERT,	
pre-encode	all	paragraphs	
with	BERT,	query	is	basically	
nearest	neighbors



Natural	Ques6ons

Kwiatkowski	et	al.	(2019)

‣Many	SQuAD	ques6ons	are	not	suited	to	the	“open”	se`ng	because	
they’re	underspecified: Where	did	the	Super	Bowl	take	place?

‣ Ques6ons	arose	from	Google	searches,	unlike	SQuAD	ques6ons	which	
were	wriZen	by	people	looking	at	a	passage

‣ Short	answer	F1s	<	60,	long	answer	F1s	<75

‣ Natural	
Ques6ons:	real	
ques6ons,	
answerable	
with	Wikipedia


