
Neural	Chatbots

‣ Chatbot	systems	have	advanced	dramatically	since	the	early	days

‣ This	segment:	a	crash	course	in	the	history	of	neural	chatbots,	from	
the	earlier	neural	networks	up	through	modern	models



Neural	Chatbots:	Seq2seq

What			are					you		doing

I					

<s>

am going home [STOP]

‣ Can	we	just	train	seq2seq	models	to	“translate”	from	utterance	to	
response?

‣ Hard	to	evaluate	with	automatic	metrics:

Sordoni	et	al.	(2015)



Neural	Chatbots:	Lack	of	Diversity

Jiwei	Li	et	al.	(2016)

‣ Training	to	maximize	likelihood	gives	a	system	that	prefers	common	
responses:



PersonaChat

Saizheng	Zhang	et	al.	(2018)

‣ Efforts	to	imbue	seq2seq	models	with	“personality”

‣ These	systems	still	don’t	work	great.	What	else	is	needed?



Pre-trained	Chatbots

What			are					you		doing

I					

<s>

am going home [STOP]

‣ Initialize	the	parameters	of	this	model	with	a	pre-trained	model,	then	
fine-tune	it	on	some	data

‣ It	turns	out	that	scaling	up	dramatically	and	strategies	like	nucleus	
sampling	can	help	with	the	“I	don’t	know”	problem



BlenderBot

Roller	et	al.	(2020)

‣ 2.7B-param	model,	also	a	9.4B-parameter	seq2seq	model	variant

‣ “Poly-encoder”	Transformer	architecture,	some	training	tricks

‣ Three	models:	retrieve	(from	training	data),	generate,	retrieve-and-refine

‣ Fine-tuning	on	three	prior	datasets:	PersonaChat,	Empathetic	Dialogues	
(discuss	personal	situation,	listener	is	empathetic),	Wizard	of	Wikipedia	
(discuss	something	from	Wikipedia)



BlenderBot

Roller	et	al.	(2020)



BlenderBot

Roller	et	al.	(2020)



BlenderBot

Roller	et	al.	(2020)



BlenderBot

‣ Inconsistent	responses:	this	
model	doesn’t	really	have	
anything	to	say	about	itself

‣ Holding	a	conversation	!=	AI

‣ Can’t	acquire	new	information

‣ Did	it	learn	“fun	guy”?	No,	it	
doesn’t	understand	
phonology.	It	probably	had	
this	in	the	data	somewhere



LamDA
‣ What	happens	when	these	models	get	really	good	at	fooling	people?	Google	
LaMDA	model	(similar	to	Blender):



ChatGPT

‣ Lots	of	data	collection	to	fencepost	it	(e.g.,	“I	don’t	know	anything	
about	the	current	weather	…”)

‣ Big	model	with	RLHF.	(More	like	a	QA	system	than	these	other	chatbots)

‣ Very	“on	rails”,	not	like	these	other	systems	which	are	kind	of	designed	
to	let	the	user	take	things	in	a	wild	direction	and	play	along

‣ Other	players	like	character.ai	are	trying	to	deliver	more	on	the	
chatbot	vision


