
T5
‣ Pre-training:	similar	denoising	scheme	to	BART	(they	were	released	
within	a	week	of	each	other	in	fall	2019)

‣ Input:	text	with	gaps.	Output:	a	series	of	phrases	to	fill	those	gaps.

Raffel	et	al.	(2019)



T5

Raffel	et	al.	(2019)

‣ T5	was	one	of	the	first	papers	to	heavily	focus	on	the	scale	and	
quality	of	pre-training	data

‣ Colossal	Cleaned	Common	Crawl:	750	GB	of	text

summarization machine	translation

‣ Another	key	focus:	multitasking	between	generation	tasks



Successes	of	T5:	UnifiedQA

Khashabi	et	al.	(2020)

‣ How	can	we	handle	a	task	like	QA	by	framing	it	as	a	seq2seq	problem?

‣ Format:	Question	\n	Passage		—>		Answer
encoder decoder



Successes	of	T5:	UnifiedQA

Khashabi	et	al.	(2020)

Abstractive	question,	requires	generating	free-form	answer

‣ Past	work:	different	architectures	for	every	QA	formulation.	(Span	
selection,	answer	generation,	multiple	choice,	…)

‣ Now:	one	11B	parameter	T5	model



Successes	of	T5:	UnifiedQA

Khashabi	et	al.	(2020)

Multiple	choice

Yes/no

‣ Past	work:	different	architectures	for	every	QA	formulation.	(Span	
selection,	answer	generation,	multiple	choice,	…)

‣ Now:	one	11B	parameter	T5	model

‣ Gives	strong	results	across	all	these	QA	tasks	when	fine-tuned	on	
them	together


