
Bias	in	Word	Embeddings

‣ Iden1fy	she	-	he	axis	in	
word	vector	space,	
project	words	onto	this	
axis

‣ Nearest	neighbor	of	(b	-	
a	+	c)

‣Word	embeddings	are	trained	from	the	whole	web,	and	this	data	
encodes	biases	about	the	real	world

Bolukbasi	et	al.	(2016)

Manzini	et	al.	(2019)



Debiasing

Bolukbasi	et	al.	(2016)

‣ Iden1fy	gender	subspace	with	gendered	
words

she

he

homemaker

woman

man

‣ Project	words	onto	this	subspace

‣ Subtract	those	projec1ons	from	
the	original	word

homemaker’



Hardness	of	Debiasing

‣ Not	that	effec1ve…and	the	male	
and	female	words	are	s1ll	
clustered	together

‣ Bias	pervades	the	word	embedding	
space	and	isn’t	just	a	local	property	
of	a	few	words

Gonen	and	Goldberg	(2019)


