Applying Embeddings
» First layer of your network: map from word indices to embeddings

» Approach 1: learn these embeddings as parameters from your data

» Often works pretty well

» Approach 2: initialize word embeddings using GloVe, keep fixed

» Faster because no need to update these parameters

» Approach 3: initialize word embeddings GloVe, fine-tune

» Works best for some tasks

» Can also evaluate embeddings intrinsically on tasks like word similarity



Deep Averaging Networks

» Deep Averaging Networks: feedforward neural network on average of word
embeddings from input

softmax
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Predator 1S a masterpiece
C1 C2 C3 C4

lyyer et al. (2015)



Deep Averaging Networks

» Contradicts a widely-held view

that we need to model syntactic softmax cov el +p
23 =
structure to represent language T 42,
[ [ [ ] softmax P
2o = f(W zz + b)
- 1-
] | soft .
» Simple averaging can work as L‘\SO {nax 2 = f(W 2 + b)

well as syntactic composition for | |

some problems! /

Predator 1S a masterpiece
C1 C2 C3 C4

lyyer et al. (2015)



Deep Averaging Networks

Model RT SST SST IMDB Time
No pretrained fine  bin ()
embeddings ~ DAN-ROOT — 469 857 @ — 31
DAN-RAND 773 454 R83.2 88.8 136
DAN 80.3 477 863 894 136 lyyeretal. (2015)
NBOW-RAND 76.2 423 814 88.9 01
NBOW 790 43.6 83.6 89.0 01
Bag-of-words . ,
: BINB — 419 &3.1 — —  Wang and Manning
NBSVM-b1 79 .4 — — 01.2 — (2012)
RecNN* 7777 432 824 — —
RecNTN™ — 457 854 — —
| ' " TreeLSTM — 50.6 86.9 — —
neural NEtWOorks DCNN™ — 48.5 86.9 894 —
PVEC* 487 878  92.6 — |
CNN-MC  81.1 474 881 — 2452 Kim(2014)
WRRBM™ — 8922 —

lyyer et al. (2015)



Deep Averaging Networks

Sentence DAN DRecNN  Ground Truth
who knows what exactly godard is on about in this film, but  positive  positive positive
his words and images do @’ have to add up to ‘mesmerize
you.
it’s so [good that its relentless, polished wit can withstand negative  positive positive

fi6b only @nept school productions, but even oliver parker ’s
movie adaptation

too bad, but thanks to some lovely comedic moments and negative negative positive
several fine performances, it’s @i6b a fotal 1oss

this movie was fi6b good negative  negative negative
this movie was (good positive  positive positive
this movie was 6ad negative negative negative
the movie was fiob bad negative negative positive

» Will return to compositionality with syntax and LSTMs
lyyer et al. (2015)



