
Sentiment Analysis and Basic feature Extraction
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Feature extraction

the movie was great

Bag -of - words :
Assume 10,000 words in vocabulary
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Preprocessing
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③ [ Sometimes ] Casing ( lower casing , true casing )

④ Handling unknown words Durrett ⇒ UNK

⑤ Indexing : map each { word, n -gram ) into IN

use a map


