
Explana'ons	in	NLP

‣ Neural	models	in	NLP	have	complex	behavior.	How	can	we	
understand	them?

Lipton	(2016)

‣ QA:	why	did	the	model	prefer	Stewart	over	Devin	Funchess?



Explana'ons	in	NLP

‣ Neural	models	in	NLP	have	complex	behavior.	How	can	we	
understand	them?

Iyyer	et	al.	(2015)

‣ Sen'ment:	

‣ LeK	side:	predic'ons	model	makes	on	individual	words	

DAN				Ground	Truth

‣ Tells	us	how	these	words	combine



Why	explana'ons?

Lipton	(2016)

‣ Trust:	if	we	see	that	models	are	behaving	in	human-like	ways	and	
making	human-like	mistakes,	we	might	be	more	likely	to	trust	them	and	
deploy	them

‣ Causality:	if	our	classifier	predicts	class	y	because	of	input	feature	x,	
does	that	tell	us	that	x	causes	y?	Not	necessarily,	but	it	might	be	helpful	
to	know

‣ Informa2veness:	more	informa'on	may	be	useful	(e.g.,	predic'ng	a	
disease	diagnosis	isn’t	that	useful	without	knowing	more	about	the	
pa'ent’s	situa'on)

‣ Fairness:	ensure	that	predic'ons	are	non-discriminatory



What	are	explana'ons?

Lipton	(2016);	Belinkov	and	Glass	(2018)

‣ Some	models	are	naturally	transparent:	we	can	understand	why	they	
do	what	they	do	(e.g.,	a	decision	tree	with	<10	nodes)

‣ Explana'ons	of	more	complex	models

‣ Local	explana2ons:	highlight	what	led	to	this	classifica'on	decision.	
(Counterfactual:	if	they	were	different,	the	model	would’ve	predicted	a	
different	class)

‣ Text	explana2ons:	describe	the	model’s	behavior	in	language

‣ Model	probing:	auxiliary	tasks,	challenge	sets,	adversarial	examples	to	
understand	more	about	how	our	model	works


