
Annota&on	Ar&facts

Gururangan	et	al.	(2018);	Poliak	et	al.	(2018)

‣ Some	datasets	might	be	easy	because	of	how	they’re	constructed

‣ Understanding	our	datasets	is	just	as	important	as	understanding	
our	models	in	order	to	know	what	they’re	learning



Task:	Natural	Language	Inference

‣ To	create	neutral	sentences:	annotators	add	informa*on

‣ To	create	contradic&ons:	annotators	add	nega*on

Gururangan	et	al.	(2018);	Poliak	et	al.	(2018)

‣Models	can	do	very	well	
without	looking	at	the	premise

Performance	of	models	that	only	look	at	the	hypothesis:	
~70%	on	3-class	SNLI	dataset



What	do	we	do	about	this?

‣Why	is	this	a	problem?	Because	our	models	learn	these	simple	cues	
and	not	actually	the	hard	task	we	want	them	to	learn

‣ Solu&ons:	build	harder	tasks,	tweak	data	or	training	objec&ve	to	
inoculate	models	against	this	(many	proposals)

‣ They	don’t	generalize	to	challenging	new	examples	without	these	
paYerns	—	understanding	this	behavior	is	crucial	to	explaining	what	
our	models	are	doing!



Other	Tasks:	Ques&on	Answering

Mudrakarta	et	al.	(2018)

‣ Ques&on	type	is	very	powerful	indicator.	Only	a	couple	of	loca&ons	
in	this	context!



Other	Tasks:	Mul&-hop	QA

The	Oberoi	family	is	an	Indian	family	that	is	famous	for	its	involvement	
in	hotels,	namely	through	The	Oberoi	Group

Ques%on:		The	Oberoi	family	is	part	of	a	hotel	company	that	has	a	head	office	
in	what	city?

The	Oberoi	Group	is	a	hotel	company	with	its	head	office	in	Delhi.
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High	lexical	overlap

Chen	and	DurreY	(2019)



Other	Tasks:	SWAG

Zellers	et	al.	(2018)

‣ Answers	were	filtered	using	ELMo	to	only	leave	answers	that	were	
difficult	for	a	model	to	reject…but	then	BERT	solved	this	dataset	
easily


