
Ethics	in	NLP

Bias	amplification:	systems	
exacerbate	real-world	bias	
rather	than	correct	for	it

Unethical	use:	powerful	systems	can	be	
used	for	bad	ends

Exclusion:	underprivileged	users	are	left	
behind	by	systems

Dangers	of	automation:	
automating	things	in	ways	we	don’t	
understand	is	dangerous

Types	of	risk



Dangers	of	Automation



Dangers	of	Automation

Slide	credit:	allout.org

‣ Offensive	terms

http://allout.org


Dangers	of	Automation:	Bias

Slide credit: https://www.reuters.com/article/us-amazon-com-
jobs-automation-insight/amazon-scraps-secret-ai-recruiting-
tool-that-showed-bias-against-women-idUSKCN1MK08G

‣ “Amazon	scraps	secret	AI	recruiting	tool	that	showed	bias	
against	women”

‣ “Women’s	X”	organization	was	a	negative-weight	feature	in	resumes

‣ Women’s	colleges	too

‣ Was	this	a	bad	model?	Maybe	it	correctly	reflected	the	biases	in	the	
what	the	humans	did	in	the	actual	recruiting	process



Dangers	of	Automation:	Toxicity

https://toxicdegeneration.allenai.org/

‣ “Toxic	degeneration”:	systems	that	generate	toxic	stuf

‣ System	trained	on	a	big	chunk	of	the	Internet:	conditioning	on	“SJW”,	
“black”	gives	the	system	a	chance	of	recalling	bad	stuff	from	its	
training	data



Stochastic	Parrots

Bender,	Gebru,	McMillan-Major,	Shmitchell	(2021)

‣ Claim	1:	environmental	cost	is	disproportionately	born	by	marginalized	populations,	
who	aren’t	even	well-served	by	these	tools

‣ Claim	2:	massive	data	is	fundamentally	challenging	to	audit,	contains	data	that	is	
biased	and	is	only	a	snapshot	of	a	single	point	in	time

‣ Claim	3	(what	we’ll	focus	on	here):	these	models	are	not	grounded	in	meaning	—	
when	they	generate	an	answer	to	a	question,	it	is	merely	by	memorizing	
cooccurrence	between	symbols

‣ Paper	(that	included	authors	at	Google	who	were	subsequently	fired)	about	dangers	of	
large	language	models



Stochastic	Parrots
‣ We	are	likely	to	assume	the	model	is	
producing	factual	information	and	
presenting	it	in	a	coherent	way,	but	this	is	
our	interpretation	we	project	on	the	
model

‣ Risks:	medical	diagnosis	(“What	do	I	have	
if	I	have	X,	Y,	and	Z	symptoms?”)	could	
seem	possible	but	cause	serious	harm

Bender,	Gebru,	McMillan-Major,	Shmitchell	(2021)


