
Applying	Embeddings

‣ Approach	1:	learn	these	embeddings	as	parameters	from	your	data

‣ Approach	2:	ini:alize	word	embeddings	using	GloVe,	keep	fixed

‣ Approach	3:	ini:alize	word	embeddings	GloVe,	fine-tune

‣ Faster	because	no	need	to	update	these	parameters

‣Works	best	for	some	tasks

‣ OHen	works	preIy	well

‣ First	layer	of	your	network:	map	from	word	indices	to	embeddings

‣ Can	also	evaluate	embeddings	intrinsically	on	tasks	like	word	similarity



Deep	Averaging	Networks

‣ Deep	Averaging	Networks:	feedforward	neural	network	on	average	of	word	
embeddings	from	input

Iyyer	et	al.	(2015)



Deep	Averaging	Networks

‣ Contradicts	a	widely-held	view	
that	we	need	to	model	syntac:c	
structure	to	represent	language

‣ Simple	averaging	can	work	as	
well	as	syntac:c	composi:on	for	
some	problems!

Iyyer	et	al.	(2015)



Deep	Averaging	Networks
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Deep	Averaging	Networks

‣ Will	return	to	composi:onality	with	syntax	and	LSTMs
Iyyer	et	al.	(2015)


