
Self-Attention
‣ Self-attention:	builds	on	the	idea	of	attention.	Every	word	in	a	sequence	
is	both	a	key	and	a	query	simultaneously

Q:	seq	len	x	d	matrix		(d	=	embedding	dimension	=	2	for	these	slides)

K:	seq	len	x	d	matrix

WK	=
10		0 
	0		10

WQ	=
	0		1 
	0		1

no	matter	what	the	value	is,	we’re	going	to	look	for	Bs

“booster”	as	before

Note:	there	are	many	ways	to	set	up	these	weights	that	will	be	equivalent	
to	this



Self-Attention

(
<latexit sha1_base64="XW4JXhsPFUtKrlJg1g2hAcu3nks=">AAADpXicfVJdb9MwFHUTPkb4WAePvFirKlIxVe1AggeQJhDSHjapQ2s3lJTIcZ3WWuxEtgMNkX8Z/4I3/g1OmtCum2Yp0vU55x6fXN0wjalUg8HflmXfu//g4c4j5/GTp89223vPJzLJBCZjnMSJuAyRJDHlZKyoisllKghiYUwuwqvPJX/xgwhJE36u8pRMGZpzGlGMlIGCvdbvbhRgp+svkCpyHfgMqYVgRUik0o7rdEduBYWRYaHP6Aw296XuwY+waZBJpBhaatdr+J86KGpb/d1XSfq/M9Luhsk0KHLoU76iMYqLb1r3TKTmerKOxZCYU65rsgp1XVg0ytOTL7rkOJlDeruZpGzD6VfTXKU6oNtUabR+tbGuES9fq5c6II6Zqq8WRKE1Pqvwu+Z5AFdxe/A1ZPADvFtLe0G7M+gPqgNvFsO66ID6jIL2H3+W4IwRrnCMpPSGg1RNCyQUxTHRjp9JkiJ8hebEMyVHjMhpUW2Zhl2DzGCUCPNxBSt0s6NATMqchUZZppTbXAnexnmZit5PC8rTTBGOVw9FWQxVAsuVhTMqCFZxbgqEBTVZIV4ggbAyi+2YIQy3f/lmMTnsD9/0D8/edo4+1ePYAS/BPnDBELwDR+AYjMAYYGvfOrbOrK/2K/vUPrcnK6nVqntegGvHDv4BsvQvxQ==</latexit>

)
<latexit sha1_base64="QzXJyoCGseUw0msm0ZMUO0u8K80=">AAADpXicfVJda9swFFXsfXTeV7o97kU0hCWshKQbbA8blI1BH1pIR5N22JmRZTkRtWQjyVs8o1+2f7G3/ZvJjt2kaekFw9U55557fblBGlOphsN/Lcu+d//Bw51HzuMnT589b+++mMokE5hMcBIn4iJAksSUk4miKiYXqSCIBTE5Dy6/lPz5TyIkTfiZylMyY2jOaUQxUgbyd1t/upGPna63QKrIte8xpBaCFQGRSjt9pzvuVVAQGRZ6jIaweS91H36CTYFMIsXQUvfchv+l/aK21T88laRXlZHubZjM/CKHHuUrGqO4+K616Xz1PF6PxZCYU65rshrqurBolCfHX3XJcTKH9HYzSdmG0++muJpqn25TpdG6a2NdI26+Vi+1TxyzVU8tiEJrPKzwu/a5D1fj9uEbyOBHeLeW9v12ZzgYVgFvJqM66YA6xn77rxcmOGOEKxwjKd3RMFWzAglFcUy042WSpAhfojlxTcoRI3JWVFemYdcgIYwSYT6uYIVuVhSISZmzwCjLKeU2V4K3cW6mog+zgvI0U4TjVaMoi6FKYHmyMKSCYBXnJkFYUDMrxAskEFbmsB2zhNH2L99MpgeD0dvBwem7zuHneh074BXYAz0wAu/BITgCYzAB2NqzjqxT65v92j6xz+zpSmq16pqX4FrY/n+2Fi/G</latexit>
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Self-Attention	(Vaswani	et	al.)

Q	=	EWQ,	K	=	EWK,	V	=	EWV

‣ This	is	just	one	head	of	self-attention	—	produce	multiple	heads	via	
randomly	initialize	parameter	matrices	(more	in	a	bit)

‣ Normalizing	by									helps	control	the	scale	of	the	softmax,	makes	it	less	
peaked

Vaswani	et	al.	(2017)

‣ What	does	self-attention	produce?

‣ Square	attention	matrix	*	input	=	same	dimension	as	the	input.

‣ Computes	a	contextualized	encoding	for	each	word,	preserving	the	
length	of	the	sequence



Self-Attention	(Alammar)
Alammar,	The	Illustrated	Transformer



Self-Attention	(Alammar)
Alammar,	The	Illustrated	Transformer

sent	len	x	hidden	dim
Z	is	a	weighted	combination	of	V	rows

sent	len	x	sent	len	(attn	for	
each	word	to	each	other)



Attention	Maps

‣ Example	visualization	of	
attention	matrix	A	(from	
assignment)

‣ Each	row:	distribution	over	
what	that	token	attends	to.	
E.g.,	the	first	“v”	attends	very	
heavily	to	itself	(bright	yellow	
box)

‣ This	only	depicts	a	single	head	
of	self-attention.	Recall	there	
are	many	heads	and	many	
layers,	and	much	of	the	
computation	happens	in	FFNNs



Properties	of	Self-Attention

Vaswani	et	al.	(2017)

‣Quadratic	complexity,	but	O(1)	sequential	operations	(not	linear	like	
in	RNNs)	and	O(1)	“path”	for	words	to	inform	each	other

‣ n	=	sentence	length,	d	=	hidden	dim,	k	=	kernel	size,	r	=	restricted	
neighborhood	size


