
BERT:	Model	and	Applica2ons
‣ BERT	Base:	12	layers,	768-dim	per	
wordpiece	token,	12	heads.	Total	
params	=	110M

‣ BERT	Large:	24	layers,	1024-dim	
per	wordpiece	token,	16	heads.	
Total	params	=	340M

‣ Posi2onal	embeddings	and	
segment	embeddings,	30k	word	
pieces

‣ This	is	the	model	that	gets	pre-
trained	on	a	large	corpus

Devlin	et	al.	(2019)



What	can	BERT	do?

Devlin	et	al.	(2019)

‣ Ar2ficial	[CLS]	token	is	used	as	the	vector	to	do	classifica2on	from

‣ BERT	can	also	do	tagging	by	predic2ng	tags	at	each	word	piece

‣ Sentence	pair	tasks	(entailment):	feed	both	sentences	into	BERT



What	can	BERT	do?

Devlin	et	al.	(2019)

‣ How	does	BERT	model	sentence	pair	tasks?

‣ Transformers	can	capture	interac2ons	between	the	two	sentences	(even	
though	the	NSP	objec2ve	doesn’t	really	cause	this	to	happen)

Transformer

Transformer

…

[CLS]	A	boy	plays	in	the	snow	[SEP]	A	boy	is	outside

Entails (first	sentence	implies	second	is	true)



What	can	BERT	NOT	do?

Devlin	et	al.	(2019)

‣ BERT	cannot	generate	text	(at	least	not	in	an	obvious	way)

‣ Can	fill	in	MASK	tokens,	but	can’t	generate	lea-to-right	(you	can	put	MASK	
at	the	end	repeatedly,	but	this	is	slow)

‣ Masked	language	models	are	intended	to	be	used	primarily	for	“analysis”	
tasks



Fine-tuning	BERT
‣ Fine-tune	for	1-3	epochs,	small	
learning	rate

‣ Large	changes	to	weights	up	here	
(par2cularly	in	last	layer	to	route	the	right	
informa2on	to	[CLS])

‣ Smaller	changes	to	weights	lower	down	in	
the	transformer

‣ Small	LR	and	short	fine-tuning	schedule	
mean	weights	don’t	change	much

‣ More	complex	“triangular	learning	
rate”	schemes	exist



Fine-tuning	BERT

‣ BERT	is	typically	beeer	if	the	whole	network	is	fine-tuned,	unlike	ELMo

Peters	et	al.	(2019)



Evalua2on

Wang	et	al.	(2019)



Evalua2on

‣ Huge	improvements	over	prior	work	(even	compared	to	ELMo)

‣ Effec2ve	at	“sentence	pair”	tasks:	textual	entailment	(does	sentence	A	
imply	sentence	B),	paraphrase	detec2on

Devlin	et	al.	(2019)



Analysis

Clark	et	al.	(2019)

‣ Heads	on	transformers	learn	interes2ng	and	diverse	things:	content	
heads	(aeend	based	on	content),	posi2onal	heads	(based	on	posi2on),	
etc.



Analysis

‣ S2ll	way	worse	than	what	supervised	parsing	systems	can	do,	but	
interes2ng	that	this	is	learned	organically



RoBERTa

Liu	et	al.	(2019)

‣ “Robustly	op2mized	BERT”

‣ 160GB	of	data	instead	
of	16	GB

‣ Dynamic	masking:	standard	
BERT	uses	the	same	MASK	
scheme	for	every	epoch,	
RoBERTa	recomputes	them

‣ New	training	+	more	data	=	beeer	performance

‣ For	this	and	more:	check	out	Huggingface	Transformers	or	fairseq


