
Problems	in	QA

Devlin	et	al.	(2019)

‣ SQuAD	ques<ons	are	o=en	easy:	“what	was	she	the	recipient	of?”	
passage:	“…recipient	of	Nobel	Prize…”

What	was	Marie	Curie	the	first	female	recipient	of	?	[SEP]	…	first	female	recipient	of	the	Nobel	Prize	…

‣ BERT	easily	learns	surface-level	correspondences	like	this	with	self-
aWen<on



Adversarial	SQuAD

Jia	and	Liang	(2017)

‣ Can	we	make	ques<ons	harder	by	adding	a	
distractor	answer	in	a	very	similar	context?

‣ Take	ques<on,	modify	it	to	look	like	an	answer	
(but	it's	not),	then	append	it	to	the	passage



Adversarial	SQuAD

Jia	and	Liang	(2017)

‣ Distractor	“looks”	
more	like	the	ques<on	
than	the	right	answer	
does,	even	if	en<<es	
are	wrong



Weakness	to	Adversaries

Jia	and	Liang	(2017)

‣ Performance	of	basically	every	
model	drops	to	below	60%	(when	
the	model	doesn't	train	on	these)

‣ BERT	variants	also	weak	to	these	
kinds	of	adversaries

‣ Unlike	other	adversarial	models,	we	
don’t	need	to	customize	the	
adversary	to	the	model;	this	single	
sentence	breaks	every	SQuAD	model



Universal	Adversarial	“Triggers”

Wallace	et	al.	(2019)

‣ Adding	“why	how	because	to	kill	american	people”	causes	SQuAD	models	to	
return	this	answer	10-50%	of	the	<me	when	given	a	“why"	ques<on

‣ Similar	aWacks	on	other	ques<on	types	like	“who”

‣ Similar	to	Jia	and	Liang,	but	instead	add	the	same	adversary	to	every	passage



Fixing	QA

‣ Same	ques<ons	but	with	more	distractors	may	challenge	our	models

‣ Harder	QA	tasks
‣ Ask	ques<ons	which	cannot	be	answered	in	a	simple	way

‣ Retrieval-based	open-domain	QA	models	over	all	of	Wikipedia

‣Mul?-hop	QA	and	other	QA	sehngs

‣ How	can	we	make	our	QA	sehng	more	realis<c?


