
Instruction	Tuning

‣ We	want	to	optimize	models	for	P(answer	|	prompt),	but	they’re	
learned	on	a	basic	language	modeling	objective	P(word	|	context)

‣ One	solution:	fine-tune	these	models	to	do	what	we	care	about	
(question	answering,	classification,	…)

‣ Two	main	ways	of	doing	this	in	2023:

‣ Instruction	tuning:	supervised	fine-tuning	on	data	derived	from	
many	NLP	tasks

‣ Reinforcement	learning	from	human	feedback	(RLHF):	RL	to	
improve	human	judgments	of	how	good	the	outputs	are



Task	Generalization:	T0

Sanh	et	al.	(2021)

‣ T0:	tries	to	deliver	on	the	goal	of	T5	
and	do	many	tasks	with	one	model

‣ Crowdsourced	prompts:	
instructions	for	how	to	do	the	tasks



Task	Generalization:	T0

Sanh	et	al.	(2021)

‣ Train:	a	collection	of	tasks	with	prompts.	This	uses	existing	training	data

‣ Test:	a	new	task	specified	only	by	a	new	prompt.	No	training	data	in	this	task

‣ Pre-train:	T5	task



Flan-PaLM

Chung	et	al.	(2022)

‣ Flan-PaLM	(October	20,	2022):	1800	tasks,	540B	parameter	model	fine-
tuned	on	many	tasks	after	pre-training



Flan-PaLM:	Results

Chung	et	al.	(2022)

‣ Human	performance	estimates	are	~80	on	Big-Bench	(BBH)

‣ MMLU:	multiple-choice	test	questions	drawn	from	many	disciplines

‣ Note:	smaller	11B	versions	of	these	models	are	released	(Flan-T5-11B);	still	
a	good	choice	for	many	tasks!


