
Neural	and	Pre-trained	MT

‣ Neural	MT	systems	were	already	dominant	even	before	pre-training	
came	along

‣ Pre-training	helps…but	because	systems	like	GPT-4	do	less	well	on	
languages	other	than	English,	LLMs	haven’t	revolutionized	MT	as	
much	as	other	subtasks



Transformer	MT

Vaswani	et	al.	(2017)

‣ Big	=	6	layers,	1000	dim	for	each	token,	16	heads,	base	=	6	layers	+	
other	params	halved

‣ GNMT:	Large	LSTM	system	with	attention;	even	the	first	version	of	
Transformers	already	beat	this!



Frontiers	in	MT:	Small	Data

Sennrich	and	Zhang	(2019)

‣ Synthetic	small	data	setting:	German	->	English

‣ Even	with	100,000	examples,	a	well-tuned	neural	system	can	do	on	
par	with	phrase-based	models



Frontiers	in	MT:	Low-Resource

Aji	et	al.	(2020)

‣ Lots	of	interest	in	deploying	MT	systems	for	languages	with	little	or	no	
parallel	data

Burmese,	Indonesian,	Turkish

‣ BPE	allows	us	to	transfer	
models	even	without	
training	on	a	specific	
language

‣ Pre-trained	models	can	
help	further



Frontiers	in	MT:	Low-Resource

Aji	et	al.	(2020)

‣ Very	important	to	transfer	the	basic	Transformer	“skills”,	but	re-learning	
the	embeddings	seems	fine	in	many	cases



Multilingual	Models

Yinhan	Liu	et	al.	(2020)

‣ mBART:	pre-trained	model	using	the	BART	objective,	where	inputs	and	
outputs	are	augmented	with	language	codes	and	many	languages	are	
learned	in	a	single	model



Multilingual	Models

Yinhan	Liu	et	al.	(2020)



mBART	Results

Ouyang	et	al.	(2022)

‣ Random	=	random	initialization	of	Transformer

‣ mBART	does	much	better,	but	still	doesn’t	solve	MT	in	low-
resource	languages	(Gujarati,	Kazakh)



mBART	Results

Ouyang	et	al.	(2022)



Evaluating	Translations	with	LLMs

Kocmi	et	al.	(2023)

‣ Outperforms	many	learned	MT	metrics,	like	Transformers	trained	over	
(source,	target,	reference)	triples	to	reproduce	human	judgments


