
BART

Lewis	et	al.	(2020)

‣ Sequence-to-sequence	BERT	
variant:	permute/make/delete	
tokens,	then	predict	full	
sequence	autoregressively

‣ For	downstream	tasks:	feed	
document	into	both	encoder	+	
decoder,	use	decoder	hidden	
state	as	output

‣ Treat	summarizaLon	as	a	sequence-to-sequence	task	with	this	
model



PEGASUS

Zhang	et	al.	(2020)

‣Mask	out	“gap	sentences”	and	generate	them	from	the	context

‣ Strong	results,	a	bit	beUer	than	BART



BART	Summaries

Lewis	et	al.	(2020)

‣ These	look	great!	But	they’re	not	always	factual



Factuality	via	Entailment

Goyal	and	DurreU	(2020)

Pre-trained	Encoder	Model
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Seven games …. arrested last November [SEP] Seven games involving Nimes were arrested last November
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Output Dependency Parse: d(h)

Encoder Output: E(x;h)

Arc Entailment Decision

Input x Hypothesis h

y = 1 y = 1 y = 0 y = 1 y = 1

raArc Embedding:   

‣ AUempt	to	classify	individual	dependency	arcs	in	generated	output	as	entailed/
not	entailed	by	the	input

“Seven	games	involving	Nimes	
were	inves&gated	aZer	Conrad	
was	arrested	last	November”



Factuality	via	QA

Wang	et	al.	(2020)


