
Chatbots:	The	Turing	Test

Turing	(1950s)

‣ Imita9on	game:	A	and	B	are	locked	in	rooms	and	answer	C’s	ques9ons	
via	typewriter.	Both	are	trying	to	act	like	B

A B

C

B B

trained	judge
C trained	judge

Original	Interpreta9on: Standard	Interpreta9on:

‣ The	test	is	not	“does	this	computer	seem	human-like	to	random	people	
with	a	web	browser?”



ELIZA

‣ Created	1964-1966	at	
MIT,	heavily	scripted

‣ DOCTOR	script	was	
most	successful:	
repeats	user’s	input,	
asks	inane	ques9ons

Weizenbaum	(1966)



ELIZA

(.*)	you	(.*)	me	

Why	do	you	think	I	$2	you?

‣ Iden9fy	keyword,	iden9fy	context,	apply	transforma9on	rule

‣ Very	li_le	need	to	generate	new	content,	but	can	only	have	one	type	of	
conversa9on

My	(.)	(.*)

What	else	comes	to	mind	when	you	
think	of	your	$1?

Weizenbaum	(1966)



Cleverbot

Carpenter	(1986)

‣ “Nearest	neighbors”:	human	says	statement	A,	find	a	human	response	
in	human-human	or	human-computer	chats	to	statement	A,	repeat	that

User:	Hi	there	cleverbot.	
Cleverbot:	How	are	you?	
User:	Doing	okay.	what	plans	do	you	have	today?	
Cleverbot:	I	do	revision.	
User:	What	are	you	revising	for?	
Cleverbot:	Maths	history.	
User:	How	old	are	you?	
Cleverbot:	That's	none	of	your	business.	
User:	What	is	maths	history?	
Cleverbot:	I	don’t	know,	farming	maybe

‣ Can	ofen	give	sensible	
answers,	but	the	bot	doesn’t	
really	impose	high-level	
discourse	structure



Chatbots	as	Transla9on

Ri_er	et	al.	(2011)

‣ Can	treat	as	a	machine	transla9on	problem:	“translate”	from	current	
u_erance	to	next	one

‣ Filter	the	data,	use	sta9s9cal	measures	to	prune	extracted	phrases	to	get	
be_er	performance



Chatbots	as	Transla9on

Ri_er	et	al.	(2011)


