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Figure 1. Human Skeleton and Mesh Recovery (HSMR). We propose an approach that recovers the biomechanical skeleton and the
surface mesh of a human from a single image. We adopt a recent biomechanical model, SKEL [24] and train a transformer to estimate the
parameters of the model. We encourage the reader to see the skeleton and surface reconstructions in our project page.

Abstract

In this paper, we introduce a method for reconstruct-
ing 3D humans from a single image using a biomechan-
ically accurate skeleton model. To achieve this, we train
a transformer that takes an image as input and estimates
the parameters of the model. Due to the lack of training
data for this task, we build a pipeline to produce pseudo
ground truth model parameters for single images and im-
plement a training procedure that iteratively refines these
pseudo labels. Compared to state-of-the-art methods for
3D human mesh recovery, our model achieves competitive
performance on standard benchmarks, while it significantly
outperforms them in settings with extreme 3D poses and
viewpoints. Additionally, we show that previous reconstruc-
tion methods frequently violate joint angle limits, leading
to unnatural rotations. In contrast, our approach lever-
ages the biomechanically plausible degrees of freedom mak-
ing more realistic joint rotation estimates. We validate our
approach across multiple human pose estimation bench-
marks. We make the code, models and data available at:
https://isshikihugh.github.io/HSMR/

1. Introduction

In recent years, there has been remarkable progress in
3D human pose estimation, with proposed methods reach-
ing the potential that computer vision researchers envi-
sioned by finding applications in diverse fields such as
robotics [12, 29, 44, 45], graphics and animation [56, 64],
and AR/VR [51]. However, there are fields where these
techniques would seemingly be a perfect fit, yet the adop-
tion has been notably limited. Biomechanics is one such
example. For biomechanics, the requirements are stricter:
we need methods that estimate parameters compatible with
biomechanical skeletons, respect joint limits, ensure phys-
ically plausible motion and return high accuracy estimates.
Unfortunately, most state-of-the-art methods do not sat-
isfy these constraints, and extensive post-processing is re-
quired [39, 53]. Our goal is to move towards bridging this
gap by proposing an approach that can generate predictions
aligned with a biomechanically accurate skeleton model.

Currently, the progress in the field of 3D human pose
estimation has largely been driven by the use of para-
metric body models, like SMPL [33], SMPL-X [42] and
GHUM [59]. These models provide a compact parameter-
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ization, enabling the direct regression of model parameters
from an input image [14, 22, 25, 27]. While these para-
metric models offer plausible surface representations, their
skeleton design is not anatomically accurate. For instance,
the kinematic tree does not align with the actual skeletal
structure of the human body [24]. Moreover, the joints are
represented as ball (socket) joints, introducing additional
degrees of freedom. This modeling choice can lead to the
prediction of unnatural joint angles, resulting in outputs that
are incompatible with biomechanical applications and sim-
ulations [10]. Consequently, recent advances in 3D human
pose estimation have not yet been fully leveraged by biome-
chanics, which rely on more anatomically accurate models.

The introduction of the SKEL model [24] marked a sig-
nificant step forward by integrating a biomechanical skele-
ton with the SMPL surface mesh. This combination enables
compatibility with biomechanical simulation environments,
allowing for more anatomically realistic modeling. How-
ever, to fully harness advancements in computer vision, it
is essential to develop methods that can accurately estimate
the parameters of this model directly from image inputs.

Towards this goal, we propose HSMR (Human Skeleton
and Mesh Recovery), a method for reconstructing humans
with a biomechanically accurate skeleton from a single im-
age. Our method leverages the recently introduced SKEL
model [24] and adopts a transformer-based network [11, 60]
to regress the SKEL parameters from image input. One key
challenge is that there is no dataset of images with corre-
sponding SKEL parameters, that could be used for training.
To address this, we perform an initial optimization [24] to
convert the SMPL (pseudo) ground truth of existing datasets
to SKEL pseudo ground truth. While this is a reasonable
starting point, the offline conversion is not perfect and can
introduce annotation errors. To ensure high-quality data,
we propose an iterative refinement routine during training,
which progressively improves the SKEL pseudo ground
truth, enabling us to train a more accurate and reliable
model. This refinement is in the spirit of SPIN [27] – we
optimize the SKEL model to align with the ground truth 2D
body keypoints, while using the HSMR estimate as an ini-
tialization of the optimization. The result of this fitting is
used as pseudo ground truth for future training iterations.

We carefully benchmark HSMR across multiple
datasets. Despite starting without any ground truth SKEL
parameters, we demonstrate that our approach matches the
performance of state-of-the-art methods, when evaluated
on the traditional metrics for 2D/3D joints accuracy. More
importantly, our model has a clear advantage in cases
with extreme poses and viewpoints (i.e., yoga postures
from the MOYO dataset [52]), which often lie outside the
distribution of standard training data. This result indicates
that the biomechanical skeleton model can be helpful at
regularizing the estimated pose. Furthermore, we show that

previous methods based on SMPL parameter regression
frequently yield unnatural joint rotations, due to SMPL’s
simplified skeleton modeling, which provides more degrees
of freedom than a realistic biomechanical model.

To summarize, our contributions are:
• We present HSMR, which is, to the best of our knowl-

edge, the first end-to-end approach that can reconstruct
humans in 3D from a single image by estimating the pa-
rameters of a biomechanical skeleton model, SKEL [24].

• Starting without any paired dataset of images and SKEL
ground truth, we show how to generate data to train our
model. Additionally, we incorporate a procedure to itera-
tively refine the quality of the pseudo ground truth.

• We demonstrate that our approach can match the perfor-
mance of the most closely related state-of-the-art method
that regresses SMPL parameters [14], while achieving
clear improvements specifically for more challenging
cases with extreme poses and viewpoints.

• We highlight the limitations of methods regressing pa-
rameters of simpler body models (i.e., SMPL), and show
how they tend to predict unnatural rotations for the body
joints, leading to biomechanically inaccurate results.

2. Related Work
Human Body Models. A lot of the recent progress in pose
estimation can be attributed to the access to simple, yet real-
istic models of the human body. SCAPE [3] was one of the
seminal works in this space and was learned in a data-driven
way from 3D scans of humans. The SMPL model [33] and
follow-up work [37, 55, 59] streamlined and simplified the
body model design making it compatible with traditional
graphics pipelines. A number of extensions of SMPL im-
proved the modeling capabilities, by introducing articulated
hands [46], facial expressions [42], and deformations for
the feet [38]. Although these models increased the detail
and realism of the reconstructed surface, the skeleton main-
tained the simplistic design of SMPL, representing each
body joint with a ball (socket) joint. This skeleton design
was eventually improved by the SKEL model [24], which
adopts most design principles from SMPL, but rigs the sur-
face mesh using a biomechanically accurate skeleton. For
our method, we adopt the SKEL model and estimate its pa-
rameters using a single image as input.
3D Human Pose Estimation. Earlier work on 3D human
pose estimation was representing the human body with sim-
plistic stick figures [35, 40, 50]. Since the introduction of
the SMPL model [33], there has been a shift towards ap-
proaches that reconstruct the full body surface by estimat-
ing the parameters of the SMPL model. Although the ini-
tial approaches relied on iterative optimization [6, 42], cur-
rently most methods are based on deep learning and regress
the SMPL parameters in a feedforward manner [22, 41].
HMR [22] was a seminal work in this direction that esti-
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Figure 2. Overview of our HSMR approach. A key design choice of HSMR is the adoption of the SKEL parametric body model [24]
which uses a biomechanically accurate skeleton. We employ a transformer-based architecture that takes as input a single image of a person
and estimates the pose q and shape parameters β of SKEL, as well as the camera π. During training, we iteratively update the pseudo
ground truth we use to supervise our model, aiming to improve its quality. For this, we optimize the HSMR estimate to align with the
ground-truth 2D keypoints (SKELify). The output parameters of the optimization are used in future training iterations as supervision target.

mates SMPL parameters from a single image with a CNN
in an end-to-end manner. Since then, different designs for
the architecture of the network have been proposed [25, 26].
However, most key principles from HMR are still adopted
by recent works [5, 14], even when other parametric mod-
els are used, like MANO [46] for hand reconstruction [43]
or SMPL-X [42] for expressive reconstruction [7, 9]. One
update of recent works [7, 14] is the adoption of Visual
Transformers [11, 60] instead of the previous CNN de-
signs [17, 49]. Following good practices, we also adopt a
transformer-based neural network for SKEL regression.

In parallel with the investigation of architecture design
for human mesh recovery, other works focused on the data
for training. SPIN [27] proposed an optimization in-the-
loop to create pseudo ground truth SMPL parameters for
the training images. EFT [21] and CLIFF [30] followed
a similar practice with an improved optimization. In our
work, we face the problem that there is no existing image
dataset with SKEL ground truth, so we describe how to get
an initial dataset with SKEL pseudo ground truth and then
iteratively refine these parameters to improve their quality
during training. Besides the data quality, recent work has
emphasized the importance of large scale data for training
this kind of models [7, 14, 47]. We follow these good prac-
tices and we train using the large scale data of HMR2.0 [14].
Pose Estimation Meets Biomechanics. The most com-
mon use of human pose estimation methods in biomechan-
ics is in the form of 2D keypoint detectors [8, 60] that can
provide reliable 3D poses after triangulation from multiple
views [39, 53]. Lin et al. [32] proposed an approach to
regress the biomechanical model parameters by using in-
put images from two views, while Bittner et al. [4] use
video input. In contrast to them, we address the prob-

lem in its more challenging, single-image setting. Jiang et
al. [19] use biomechanical constraints for more accurate 3D
pose estimation, but their work adopts the SMPL model,
making the output incompatible with biomechanical simu-
lations [10]. Moreover, there is progress with the datasets
for biomechanics. Werling et al. [57] introduced the Ad-
dBiomechanics dataset, a large scale collection of biome-
chanics data. This has the potential of acting similarly to the
popular AMASS dataset [34] enabling training of pose and
motion priors. More recently, Gozlan et al. [15] introduced
a benchmark, OpenCapBench, for evaluating human pose
estimation methods under physiological constraints. The
benchmark was not available at the time of submission, but
it could be useful for evaluating HSMR and future work.

3. Technical approach

In this section, we describe our technical approach for
reconstructing humans using a biomechanically accurate
skeleton model. First, we provide some preliminaries re-
garding the SKEL model [24] (Section 3.1), and then we
present our HSMR model for Human Skeleton and Mesh
Recovery (Section 3.2). We focus on the architecture, the
procedure for training data generation, and the iterative re-
finement of the pseudo ground truth during training.

3.1. Preliminaries
SKEL Model. The SKEL model [24] is a parametric body
model that combines the popular SMPL model [33] with
a biomechanical skeleton model, BSM. Specifically, SKEL
defines a function S(q, β) that takes as input parameters for
pose (q ∈ R46) and shape (β ∈ R10), and outputs a skin
mesh M ∈ R3×N with N = 6890 vertices and a skeleton
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mesh S. The surface mesh shares the same topology with
SMPL, so we can apply a regressor W to get the locations
of the 3D joints X = WM . The shape space of SKEL, and
the shape parameters β are the same with SMPL. However,
there is a key difference for the pose representation. Pre-
vious models in the SMPL family [33, 42, 46] have treated
every articulation joint as a ball (socket) joint with three
degrees of freedom. In contrast to that, SKEL carefully
designs the kinematic parameters according to the real hu-
man biomechanical structure and only models the realis-
tic degrees of freedom. As a result, the pose parameters
q are lower dimensional – 46 for SKEL, compared to 72 for
SMPL. Each pose parameter corresponds to a single degree
of freedom and is represented as an Euler angle. This al-
lows us to associate each parameter with its explicit joint
rotation limits. For example, the knee has one degree of
freedom with limits of 0◦ extension and 135◦ flexion.

3.2. Human Skeleton and Mesh Recovery
Architecture. For our architecture, we follow best practices
from the human mesh recovery literature [14, 22]. We start
with a ViT backbone [11, 60], which takes as input an RGB
image I of a person. A transformer head at the end of the
network regresses the parameters of the SKEL model.

In terms of the model output, we regress the camera π,
the shape parameters β, and the pose parameters q. Unlike
the SMPL family of models, SKEL represents the pose pa-
rameters q with Euler angles. Although this representation
is intuitive, we find that Euler angles can be challenging
as a regression target (Section 4). Instead, we adopt the
continuous rotation representation [63] for the pose param-
eters. Initially, the output of the network is in the form of
this continuous representation, qcont. We first convert the
parameters to the rotation matrix representation, qmat, us-
ing Gram–Schmidt [63]. The qmat representation is where
we apply our parameter loss. Then, we can convert the pa-
rameters to the Euler angle representation, qEuler, which is
compatible with the input of the SKEL model. Eventually,
the losses on the SKEL parameters are:

Lq = ||qmat − q∗mat||22 and Lβ = ||β − β∗||22. (1)

Here, q∗mat and β∗ are the ground truth pose and shape pa-
rameters, respectively. Besides the parameter losses Lq and
Lβ (which are applied only when the labels are available),
we also apply losses on the 3D and 2D keypoints:

Lkp3D = ||X −X∗||1 and Lkp2D = ||π(X)− x∗||1. (2)

Training Data Generation. One key obstacle in training
our HSMR model is that there are no image datasets with
SKEL annotations. To address this, we propose to leverage
existing image datasets with SMPL (pseudo) ground truth
and convert them to SKEL parameters. This conversion is

SMPL mesh SMPL meshSKEL fit SKEL fit

Figure 3. Failure cases of SMPL-to-SKEL conversion. While
we can technically fit SKEL to an instance of the SMPL model,
this conversion can often lead to problematic SKEL results. Here,
we visualize SMPL meshes (light green), and the SKEL meshes
we get when we try to fit the SKEL model to the SMPL mesh
(light blue). For the fitting, we use the optimization code of [24].

possible because the two models share the same topology
for the surface mesh. This allows us to optimize the SKEL
parameters, such that the SKEL mesh aligns with the target
SMPL mesh [24]. Through this procedure, we can acquire
some initial pseudo ground truth SKEL parameters for the
datasets typically used for human mesh recovery.
Training with Pseudo-Label Refinement. Although the
SMPL-to-SKEL conversion gives us a reasonable starting
point, it is an imperfect procedure with frequent failure
cases (Figure 3). This type of local minima are common
in similar iterative optimization problems [6, 42]. If we aim
to improve the accuracy of HSMR, we need to improve the
quality of the pseudo ground truth we use for training.

To achieve this, we propose an iterative procedure that
gradually updates the quality of the pseudo ground truth
SKEL parameters for each example. This is inspired by
previous work on pseudo ground truth refinement [21, 27].
More specifically, for each image I of a person, given a
network estimate qreg, βreg, we refine the parameters itera-
tively, such that they align with the 2D keypoints x∗ of the
person on the image [6, 42]. The optimized estimates of the
pose and shape parameters, q∗, β∗ are used as more accurate
pseudo ground truth for supervising the network.

For this iterative optimization, we propose an equivalent
of SMPLify [6] for SKEL, which we call SKELify. The op-
timization is mainly guided by the 2D keypoints x∗. Specif-
ically, we introduce a reprojection objective, Ekp2D, aiming
to align the projection of the 3D joints with the 2D key-
points. This objective is similar to the second part of Equa-
tion 2, with the addition of a robustifier [13] as in [6]. To
regularize the shape and pose parameters we add shape and
pose priors. The shape prior is inherited from SMPL, i.e.,
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Methods
COCO LSP-Extended PoseTrack 3DPW Human3.6M MOYO

@0.05↑ @0.1↑ @0.05↑ @0.1↑ @0.05↑ @0.1↑ MPJPE↓ PA-MPJPE↓ MPJPE↓ PA-MPJPE↓ MPJPE↓ PA-MPJPE↓

PARE [25] 0.72 0.91 0.27 0.60 0.79 0.93 82.0 50.9 76.8 50.6 165.6 117.1
CLIFF [30] 0.64 0.88 0.32 0.66 0.75 0.92 – * – * 47.1 32.7 154.6 109.3
HybrIK [28] 0.61 0.80 0.37 0.69 0.81 0.94 80.0 48.8 54.4 34.5 140.1 93.2
PLIKS [48] 0.62 0.90 0.26 0.66 0.74 0.94 – * – * 47.0 34.5 132.6 91.8

HMR2.0 [14] 0.86 0.96 0.53 0.82 0.90 0.98 81.3 54.3 50.0 32.4 123.3 90.4
HSMR 0.85+0.01 0.96+0 0.51+0.02 0.81+0.01 0.90+0 0.98+0 81.5+0.2 54.8+0.5 50.4+0.4 32.9+0.5 104.5-18.8 79.6-10.8

Table 1. Comparison with state-of-the-art approaches that regress SMPL parameters. The primary baseline for HSMR is the HMR2.0
network [14], since it is the closest to our design, in terms of architecture and training data We report PCK @0.05 & @0.1 for the 2D datasets
(COCO, LSP-Extended, PoseTrack) and MPJPE & PA-MPJPE for the 3D datasets (3DPW, Human3.6M, MOYO). Even though we adopt
the SKEL model which is less flexible and we start without any initial ground truth for training, we are able to match the performance of
HMR2.0 on most datasets - with up to 0.5mm difference. More importantly, we outperform HMR2.0 by a big gap of more than 10mm on
the challenging MOYO dataset that includes extreme poses and viewpoints. In the table, we explicitly report the differences in evaluation
metrics between our HSMR network and HMR2.0. *: trains on 3DPW.

Eshape(β) = ∥β∥2. For the pose parameters, however, we
do not have an existing pose prior for SKEL. Instead, we
leverage the known limits of natural rotation for each joint.
For example, let us assume that for a pose parameter qi, the
lower limit is li and the upper limit is ui, i.e., qi ∈ [li, ui].
In this case, we can add a term:

Epose(q) =
∑
i

exp(li − qi) + exp(qi − ui), (3)

which strongly penalizes rotations that exceed the known
joint limits. If for a specific parameter there is no explicit
limit, we can omit it from the calculation of the objective.

In the end, we sum the three objectives, Ekp2D(q, β),
Eshape(β) and Epose(q) and solve for the optimal SKEL
parameters, q∗, β∗. These parameters are used as pseudo
ground truth to train the network. Unlike [27], this refine-
ment is not happening in every training iteration, but we
execute it periodically in batch mode for efficiency reasons.
We refer to the SuppMat for more implementation details.

4. Experiments
4.1. Datasets and Metrics
We train HSMR using the training data from HMR2.0 [14],
which include images from Human3.6M [18], MPI-INF-
3DHP [36], COCO [31], MPII [1], AI Challenger [58],
AVA [16] and InstaVariety [23]. We preprocess the data
to convert the SMPL (pseudo) ground truth of HMR2.0 to
SKEL parameters, as we describe in Section 3.2.

We evaluate our approach on multiple datasets for hu-
man pose estimation. Some of them provide 3D annota-
tions, i.e., Human3.6M [18], 3DPW [54] and MOYO [52],
while others only include 2D annotations, i.e., COCO [31],
PoseTrack [2] and LSP Extended [20]. Accordingly, we re-
port Percentage of Correct Keypoints (PCK) [61] at differ-
ent thresholds as metrics for 2D pose accuracy, and Mean
Per Joint Position Error (MPJPE) [18], Mean Per Vertex
Position Error (MPVPE) [42] plus their Procrustes Align-

PARE CLIFF HybrIK PLIKS HMR2.0 HSMR

MPVPE↓ 174.5 155.7 143.6 136.7 142.2 120.1
PA-MPVPE↓ 121.9 110.6 94.4 94.8 103.4 90.7

Table 2. Evaluation of the surface reconstruction accuracy. We
report MPVPE and PA-MPVPE on the MOYO dataset.

ment version PA-MPJPE [22, 62] and PA-MPVPE as 3D
pose accuracy metrics. Moreover, we evaluate the results of
different methods in terms of violation of the joint limits.
Specifically, we focus on knees and elbows and report the
frequency of violation for different angle thresholds. Please
see the the SuppMat for more details.

4.2. Comparison with methods for SMPL recovery
We build HSMR using best practices from the methods that
regress SMPL parameters. More specifically, HMR2.0 [14]
is closer to our design, so this is the primary baseline we
compare against. In Table 1, we compare the performance
of HSMR and HMR2.0 on various datasets. For context, we
also include other state-of-the-art methods for SMPL recon-
struction [25, 28, 30, 48]. In addition, in Table 2, we also
present results on MOYO for per-vertex errors.

We observe that for most datasets, HSMR achieves re-
sults that are almost identical to HMR2.0, with the met-
rics in 3DPW and Human3.6M having a difference of up
to 0.5mm. This is important, because even though we op-
erate with a less flexible model (SKEL) and we started
our investigation without any initial ground truth for train-
ing, we were able to actually match the performance of
HMR2.0. Moreover, we observe that simultaneously we
achieve a huge improvement of more than 10mm on the
MOYO dataset [52]. The observations are similar for the
surface-based evaluation (Table 2). This is significant, be-
cause MOYO includes challenging extreme poses (yoga
poses) and viewpoints. We believe that this could be at-
tributed to the stronger pose regularization that the biome-
chanical skeleton can impose, since it only allows the real-
istic degrees of freedom. In fact, in Section 4.4, we verify
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Methods
COCO LSP-Extended PoseTrack 3DPW Human3.6M MOYO

@0.05↑ @0.1↑ @0.05↑ @0.1↑ @0.05↑ @0.1↑ MPJPE↓ PA-MPJPE↓ MPJPE↓ PA-MPJPE↓ MPJPE↓ PA-MPJPE↓

HMR2.0 [14] 0.86 0.96 0.53 0.82 0.90 0.98 81.3 54.3 50.0 32.4 123.3 90.4
HMR2.0 + SKEL fit 0.78 0.95 0.49 0.79 0.90 0.98 81.0 54.4 53.6 34.1 130.5 93.7
HSMR 0.85 0.96 0.51 0.81 0.90 0.98 81.5 54.8 50.4 32.9 104.5 79.6

Table 3. Comparison with baseline for SKEL recovery. We start from the SMPL prediction of HMR2.0 [14] and we fit the SKEL model
to it with terative optimization [24]. This baseline corresponds to the “HMR2.0 + SKEL fit” row. We observe that this two-stage baseline
for SKEL recovery performs worse than HSMR, while it is also significantly slower (3 minutes for a single frame).

that the various networks regressing SMPL parameters are
indeed suffering from frequent violations of the joint limits.

4.3. Baseline for SKEL recovery

Besides comparing with methods for SMPL-based recon-
struction, we also consider an optimization-based baseline
for SKEL reconstruction. This was introduced by [24] and it
is the same with the approach we use for our pseudo ground
truth generation (Section 3.2). For the comparison, we run
HMR2.0 to get SMPL parameters and we fit SKEL to the
SMPL mesh with the optimization approach. The full re-
sults are presented in Table 3. Although in some cases the
SKEL fit is comparable with the HMR2.0 output (e.g., Pose-
Track and 3DPW), in most cases there is a clear degradation
in the quality (i.e., COCO, LSP-Extended, Human3.6M and
MOYO). Additionally, the fitting procedure is computation-
ally expensive, requiring 3 minutes per frame. This means
that our end-to-end HSMR approach is not only more accu-
rate, but also much faster than the SKEL fitting.

4.4. Biomechanically-sound reconstruction

Besides evaluating the 2D/3D pose accuracy of the different
mesh recovery approaches, we also investigate the biome-
chanical validity of their outputs. As discussed in Sec-
tion 3.1, SKEL only considers the realistic degrees of free-
dom for each joint, whereas SMPL models each joint with a
ball (socket) joint, which endows three degrees of freedom
for each joint. In this subsection, we investigate whether
methods that regress SMPL parameters actually predict un-
natural joint rotations. We focus our attention specifically
on the elbow and the knee joints. We consider various
thresholds (i.e., 10◦, 20◦, 30◦) and report the frequency that
each method exceeds this threshold (i.e., rotation violation).
The complete results for MOYO are presented in Table 4.
As we can see, the violations are more frequent than we
might have expected and they happen for all the methods
that regress SMPL parameters. These results are an indica-
tion that these methods might return poses with low 3D joint
position errors that rotate the body parts in unnatural ways.
We visualize some interesting failure cases in Figure 4. We
believe this observation points to a clear direction for future
improvement of the approaches for human mesh recovery.

SMPL mesh SKEL mesh SMPL mesh SKEL mesh

Figure 4. Examples of unnatural joint rotation for SMPL.
SMPL represents the knee with a ball (socket) joint. This allows
mesh recovery methods like HMR2.0 [14] to generate invalid ro-
tations. We visualize examples from HMR2.0 (light green) where
the knee is bend in unnatural ways. In comparison, the HSMR
output (light blue) respects the biomechanical constraints.

4.5. Ablation study
Finally, we evaluate some key design decisions of our
pipeline. More specifically, we investigate the choice of re-
gression target for the pose parameters. We compare using
the continuous rotation representation [63] as an alternative
to the Euler angles (which is the native representation for
SKEL). Moreover, we assess the importance of iterative re-
finement of the SKEL pseudo ground truth that we employ
during training. For this evaluation, we perform a smaller
scale ablation using a ViT-B backbone [60] for our network.

We present the detailed results of this ablation in Table 5.
As we see, regressing the Euler angles directly produces a
clear drop in performance, justifying the use of the continu-
ous rotation representation for SKEL parameter regression.

Moreover, if we train without the iterative refinement of
the labels, the performance decreases for most datasets, par-
ticularly for the 3D metrics (for the 2D metrics, the differ-
ence is small, because the refinement does not affect the
quality of the 2D pseudo ground truth). These results con-
firm the importance of both design choices.

4.6. Qualitative evaluation
In Figure 5, we provide more qualitative results of our ap-
proach. We show reprojections on the image, as well as side
and top views. We visualize both the (transparent) surface
mesh and the skeleton output. HSMR performs well for a
variety of poses, and viewpoints. Also, in Figure 6 we show
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Figure 5. Qualitative evaluation of HSMR. For each input example we show: a) the input image, b) the overlay of SKEL in the input
view, c) a side view, d) the top view. We visualize both the skeleton and the transparent mesh of the estimated SKEL.
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Methods
violation > 10◦ ↓ violation > 20◦ ↓ violation > 30◦ ↓

left elbow right elbow left knee right knee left elbow right elbow left knee right knee left elbow right elbow left knee right knee

PARE [25] 36.4% 42.4% 20.0% 23.2% 14.6% 15.4% 3.2% 3.8% 5.5% 4.8% 0.3% 0.4%
CLIFF [30] 34.2% 33.0% 28.3% 31.0% 13.0% 12.4% 4.8% 4.5% 5.2% 5.2% 0.5% 0.3%
HybrIK 58.7% 60.9% 52.9% 48.6% 29.4% 34.6% 30.7% 27.0% 16.4% 21.0% 20.0% 17.5%
PLIKS 41.6% 44.7% 47.4% 43.8% 17.9% 22.7% 18.2% 17.6% 8.3% 11.4% 8.5% 8.5%
HMR2.0 [14] 47.6% 44.3% 45.7% 56.4% 19.8% 19.6% 6.4% 11.6% 8.5% 8.8% 1.0% 1.6%
HSMR 0.0% 0.0% 3.9% 4.5% 0.0% 0.0% 0.2% 0.5% 0.0% 0.0% 0.0% 0.0%

Table 4. Frequency of unnatural rotations for mesh recovery approaches. We investigate how often each approach returns 3D bodies
with unnatural joint rotations. We experiment on MOYO [52] and report the frequency that the unnatural rotation exceeds different
thresholds ( 10◦, 20◦ or 30◦) for the elbow and the knee joints. Methods that regress SMPL parameters violate the joint limits frequently.
Instead, our HSMR method avoids severe violations because it relies on SKEL which models only the realistic degrees of freedom.

Models
COCO LSP-Extended PoseTrack 3DPW Human3.6M MOYO

@0.05↑ @0.1↑ @0.05↑ @0.1↑ @0.05↑ @0.1↑ MPJPE↓ PA-MPJPE↓ MPJPE↓ PA-MPJPE↓ MPJPE↓ PA-MPJPE↓

HSMR (ViT-B) 0.79 0.94 0.38 0.70 0.86 0.96 76.7 50.0 49.8 37.1 124.0 92.6
HSMR (ViT-B) w/ Euler angles 0.75 0.93 0.31 0.64 0.82 0.95 81.6 52.1 55.6 41.3 137.1 104.3
HSMR (ViT-B) w/o pseudo GT refinement 0.75 0.93 0.37 0.70 0.84 0.96 81.1 51.1 52.0 38.1 126.5 96.2

Table 5. Ablation study on design choices. We benchmark our proposed model and ablate two design choices. First, we change the
regression target from the continuous representation [63] to the native Euler angles of SKEL. This has a negative effect across the board.
Then, we experiment without the pseudo ground truth refinement process. This also has a negative impact particularly on the 3D metrics.

Input Image HMR2.0 HSMR

Figure 6. Qualitative comparison with HMR2.0 on MOYO. For
each example we show the input image and results for HMR2.0
and HSMR. Although the interpretation in the input view is rea-
sonable for both methods, HSMR achieves more accurate 3D re-
construction on the challenging poses and viewpoints of MOYO.

a comparison with HMR2.0 on images from the MOYO
dataset. The qualitative improvements achieved by HSMR
align with the MOYO quantitative results of Table 1. Fi-
nally, in Figure 7, we present some failure cases of HSMR.

5. Summary
In this paper, we presented an approach for reconstruct-
ing humans in 3D using a biomechanically accurate model,
SKEL. We design a network that takes a single image as
input and estimates the parameter of the SKEL model. To
achieve that, we curate existing datasets with pseudo ground
truth SKEL parameters and use them to train our model. In
terms of 3D body pose estimation, our approach matches
the performance of the state-of-the-art human mesh recov-
ery methods while also outperforming them on cases with
challenging poses and uncommon viewpoints. Moreover,
we demonstrate how previous approaches for SMPL regres-
sion are failing to respect the biomechanical constraints,
leading to serious violations of the joint angle limits. We

Figure 7. Failure cases of our method. HSMR often fails in cases
with motion blur extreme poses and rare viewpoints.

hope that our work will help close the gap between vision-
based methods for human pose estimation and the high pre-
cision required for biomechanical analysis.

Limitations and future work. One of the limitations of
HSMR is the exclusive use of pseudo ground truth for
training. Although our iterative refinement improves the
pseudo ground truth quality, the network could benefit from
more precise 3D labels. Moreover, we observe some in-
evitable jitter in our temporal reconstructions. We believe
that follow-up work could address the recovery of smooth
SKEL motions. Finally, future work could consider incor-
porating our estimates in a biomechanical simulation envi-
ronment [10] to encourage physically-plausible motion.
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