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Abstract. In this position paper we present some preliminary consid-
erations and experimental results about the design and implementation
of a model checker for mechanisms, in particular for BAR systems.

1 Introduction

Model checking has been very successful in digital hardware verification (e.g.
see [4]), protocol verification (e.g. see [13, 9]) and, more recently, in software
verification (e.g. see [6, 2]).

Systems which description involves possibly complicated arithmetical compu-
tations have also been analyzed using model checking techniques. Examples are:
hybrid systems (e.g. [11, 7, 14, 3]) as well as stochastic (hybrid) systems (e.g. [12,
8]).

Thus, investigating if model checking techniques can be used to verify mech-

anism designs appears to be a quite natural step. More specifically here we are
interested in Byzantine Altruistic Rational (BAR) systems [1].

In this position paper we will informally discuss the obstructions to be over-
come in the design and implementation of a model checker for BAR systems.
Moreover we will present some very preliminary results on experiments we car-
ried out with a prototype model checker we built for a class of BAR systems.

We assume from the reader some basic knowledge of game theory (e.g. [10])
and model checking (e.g. see [5]).

2 Model Checking Mechanisms

In this Section we will discuss some of the issues to be considered when designing
a model checker for mechanisms.

2.1 Scenario

We are given a population of nodes or agents. Agents are classified as rational,
altruistic or byzantine depending upon their possible behavior. More specifically:

– Rational agents behave in such a way as to maximize their gain.
– Altruistic agents obey to the given protocol.
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– Byzantine agents behave arbitrarily.

Typically, it is assumed that each agent knows the system history, that is
all past actions fired by each agent. On the base of such knowledge all agents
simultaneously decide the next action.

2.2 As for the past

First of all, model checking technology rests on a notion of state. A state just
represents the system past history. Thus representing history by itself is not a
problem. However, since our systems are nonterminating ones, history will be
infinite. This leads to consider systems with an infinite number of states. This
is a problem since model checking typically works well for finite state systems.
For this reason we only consider finite state systems. This means, among other
things, that we restrict ourselves to histories of finite length.

2.3 As for the future

When an agent takes a decision it does so on the basis of the possible future

consequences of the chosen action. A protocol is a nonterminating (infinite)
game. Thus we should consider an infinite horizon, for example considering a
discounting schema for gains. Along the same line we may consider that beyond
a certain horizon gains become negligible (e.g. because of the discount rate) and
thus carry out an approximate finite horizon analysis.

2.4 About observability of actions

The fact that an agent knows all past actions of all agents means that each
agent knows the state of all other agents (as well as its own, of course). In other
words, the system state is observable for each agent. This in general may not be
true at least for two reasons. First, an agent may not be able to observe other
agents actions. Second, our finite length histories may not be long enough to
reconstruct the state of each agent.

2.5 Synchronous vs asynchronous parallelism

Essentially we can model agents (nodes) behavior in two ways: synchronous or
asynchronous. The synchronous model for parallelism is that of synchronous
digital hardware. Namely, all nodes move together. The asynchronous model for
parallelism is that of software processes, e.g. UNIX processes. Namely, exactly

one node move at each turn.
When a node moves it does not know what other nodes will do in the same

round. This appears to be easier to model by using a synchronous model for
parallelism. Thus we plan to use a synchronous approach in our modeling.
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2.6 Communication

Since we plan to use a synchronous model for parallelism it appears to be quite
natural to use shared variables in order to model communication between nodes.
Of course, typically, this is not what happens in reality. However, buffers, com-
munications channels, etc can be easily modeled by using shared variables.

2.7 The meaning of rationality

Each rational agent will select one (or more) actions on the basis of some defini-
tion of rationality . Well know ones are: Nash equilibrium and Pareto optimality.

Depending on the situation, one notion of rationality may be better suited
than others. Thus it would be nice if a mechanism model checker could be, to
same extent, parametric with respect to a (hopefully large) class of definitions
of rationality.

3 Experimental Results

Here we show the experimental results we obtained with our approach on the
TRB (Terminating Reliable Broadcast [15]) protocol. Our modeling of TRB
relies on the following assumptions.

3.1 TRB nodes

Each node involved in TRB may be either altruistic (i.e. it follows TRB specifi-
cation), rational (i.e. it strives to maximize its utility) or byzantine (i.e. it may
deviate arbitrarily from TRB specification).

3.2 Model of parallelism

During execution, all nodes move simultaneously. Thus, a transition of the whole
system consists of a n-tuple of actions, one for each node.

3.3 Communication modeling

Communication between TRB nodes is implemented via shared variables (mail-
boxes).

3.4 Payoffs

We assume that a payoff function is defined for each action a = 〈a1, . . . , an〉 in
each possible system state s = 〈s1, . . . , sn〉. The payoff function returns a tuple g

= 〈g1, . . . , gn〉 of real numbers, where gi is the payoff of node i if action a is fired
in state s. As usual, a finite sequence a

(1), . . . , a(k) of transitions, with payoffs
g

(1), . . . , g(k), has payoff
∑k

i=1 g
(i) (where the sum, as usual, is componentwise).
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3.5 Rationality

In order to define how rational nodes maximize their own utility, we proceed as
follows. First, we fix a rational horizon k. Then, each rationale node will compute
its set of profitable actions as follows. Let s be a system state and a be an allowed
action for node i in state s. Let P [Pa] be the set of all sequences of k consecutive
system transitions from state s [with first action a for node i]. To decide if a

is profitable, node i takes into account the payoffs of the transition sequences
in Pa and P . Namely, a will be discarded (i.e. considered not profitable) iff for
each sequence α in Pa there exists a sequence β in P such that the payoff of
α is dominated by the payoff of β. As usual, a payoff tuple g = 〈g1, . . . , gn〉 is
dominated by a payoff tuple g

′ = 〈g′1, . . . , g
′

n〉 iff for all i, gi ≤ g′i and there exists
j s.t. gj 6= g′j . In other words, each rational node will consider profitable only
actions on the Pareto surface of (the payoffs of) P .

3.6 Properties

We intend to verify the following properties.

Agreement If a non-byzantine node delivers a message m, then all non-byzantine
nodes eventually deliver m.

Termination Every non-byzantine process eventually delivers exactly one mes-
sage.

Integrity If a non-byzantine node delivers m, then the sender sent m.

Non-Triviality In periods of synchrony, if the sender is non-byzantine and
sends a message m, then the sender eventually delivers m.

3.7 Some preliminary experimental results

Tables 1, 2 show some preliminary results with horizon k set to 1. These results
were obtained on a 2GHz Pentium 4 with 512 MB.

Column TOT shows n, i.e. the number of nodes. Column A (resp., B, R)
shows the number of altruistic (resp., byzantine, rational) nodes. Column Send

(resp., Lead) shows if the sender (resp., leader) is altruistic (A), byzantine (B) or
rational (R). Column States gives the number of global states of the TRB sys-
tem. Column Time gives the CPU time (in seconds) to complete the verification
task. The remaining two columns deal with the properties to be verified. Namely,
column Expected shows the expected result for the considered properties. More
specifically, “OK” means that all four properties are expected to hold since B

≤
⌊

TOT−2
3

⌋

(see [1]). On the other hand, “Any” means that some property may

not hold, since B >
⌊

TOT−2
3

⌋

. The last column shows the verification result we
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obtained with our approach for the considered properties. Namely, “OK” means
that all the properties hold, “NO” means that at least one property does not
hold.

Parameters Properties

TOT A R B Send Lead States Time Expected Obtained

3 1 1 1 A R 5156 1.96 Any OK

3 1 1 1 R B 6660 1.43 Any NO

3 1 1 1 R B 55126 5.83 Any NO

3 1 1 1 B A 1443 1.11 Any NO

3 1 1 1 B A 27248 3.66 Any NO

5 2 2 1 A A 16785 8.02 OK OK

5 2 2 1 A R 15588 7.36 OK OK

5 2 2 1 R R 14634 6.91 OK OK

5 2 2 1 B A 16785 8.07 OK OK

2 0 1 1 R B 730 1.09 Any OK

2 0 1 1 B R 5276 1.31 Any OK

3 0 2 1 R R 5156 1.60 Any OK

3 0 2 1 R B 21642 3.09 Any NO

3 0 2 1 R B 112876 16.04 Any NO

3 0 2 1 B R 3931 1.30 Any NO

3 0 2 1 B R 6504 1.50 Any NO

4 0 3 1 R R 11622 9.05 Any OK

4 0 3 1 B R 18273 8.68 Any NO

4 0 3 1 B R 18943 9.07 Any NO

5 0 4 1 R R 16785 93.92 OK OK

Table 1. Experimental results for TRB where Byzantine behavior is not constrained

4 Conclusions

We have shown some preliminary considerations and experimental results on
model checking mechanisms. We think our preliminary investigation shows the
following.

– Mechanism model checking can be made viable for small systems and some
suitable hypotheses on the memory of rational nodes as well on observability

of node actions.
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Parameters Properties

TOT A R B Send Lead States Time Expected Obtained

3 1 1 1 A R 213 0.10 Any OK

3 1 1 1 R B 50 0.10 Any OK

3 1 1 1 B A 192 0.10 Any NO

3 1 1 1 B A 573 0.24 Any NO

5 2 1 2 A A 1665 1.14 Any OK

5 2 1 2 A R 1665 1.09 Any OK

5 2 1 2 R B 2148 1.42 Any OK

5 2 1 2 B B 2578 1.71 Any OK

5 1 2 2 A R 1665 1.11 Any OK

5 1 2 2 R R 1665 1.12 Any OK

5 1 2 2 R B 2148 1.27 Any OK

5 1 2 2 B B 8975 2.05 Any NO

5 2 2 1 A A 47 0.10 OK OK

5 2 2 1 A R 47 0.10 OK OK

5 2 2 1 R R 47 0.10 OK OK

5 2 2 1 R B 47 0.10 OK OK

5 2 2 1 B A 15727 5.18 OK OK

2 0 1 1 R B 43 0.10 Any OK

2 0 1 1 B R 203 0.10 Any OK

3 0 2 1 R R 213 0.10 Any OK

3 0 2 1 R B 65 0.10 Any NO

3 0 2 1 R B 66 0.10 Any NO

3 0 2 1 B R 1066 0.40 Any NO

3 0 2 1 B R 1534 0.58 Any NO

3 0 2 1 B R 8823 0.98 Any NO

4 0 3 1 R R 47 0.10 Any OK

4 0 3 1 R B 47 0.10 Any OK

4 0 3 1 R B 5803 3.67 Any NO

4 0 3 1 B R 68180 46.25 Any NO

4 0 2 2 R R 15498 3.87 Any OK

4 0 2 2 R B 1798 1.23 Any NO

4 0 2 2 R B 2046 1.28 Any NO

4 0 2 2 B R 11848 2.35 Any NO

4 0 2 2 B R 20826 3.88 Any NO

5 0 3 2 R R 1665 2.14 Any OK

5 0 3 2 R B 2148 2.47 Any OK

Table 2. Experimental results for TRB where Byzantine behavior is constrained
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– The notion of rationality to be used during verification has to be an input
to the model checker, unless somehow it is shown that there is only one
meaningful notion of rationality for mechanisms.

– We expect that a model checker for mechanisms will mainly be useful to find
errors (bug hunting) in a mechanism rather than to prove its correctness.
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