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The General Challenge

Consider the automatic generation of software

* customized for a particular use
* optimized, taking advantage of domain knowledge




Verifying the Process

certify the software generator

* . ..may much more complex than the software it
generates




Verifying the Product

certify the software that is generated, regardless of the
generation process

problems: software may be hard to read or understand




The Specific Challenge

Verify the correctness of automatically generated
Kalman Filters




Our Approach

Separate the correctness of the program

* correctness of Kalman Filters
* correctness of the implementation




The Kalman Filter

The roots of the Kalman Filter are in estimation theory.
How can we predict the next value of the time-series 1,
X9, ..., Ty,? This is especially important when the z;
can not be measured directly.




The Kalman Filter Conditions
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The Kalman Filter

The estimate 2, that minimizes E[(&, — o) (&) — x1) 1] is

A

T = Tx + Kip(zr — Hixy)
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The Proof Outline

Assumptions

* Initial estimates of zy and its error covariance P are
known
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The Proof Outline

Claims

* Py = Bl(xy — &) (wr — &)
*x Py = Bl(xr — Tk) (2 — Tk)T]
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Comments on the Proof

Mathematics involves linear algebra, matrix calculus,
and multivariate probability theory

Only linear algebra portion is formalized in ACL2
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Taming Induction

All functions we use are mutually recursive

The proofs involve complex induction

Our approach
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Matrix Inverses

Matrix inverses appear in the computation of K

How do we know these inverses exist?

* Currently, we are simply assuming they do
* In reality, they really do (matrices are pos. def.)
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Optimality Criterion

Requires using matrix derivatives

Currently, we are assuming the facts we need
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Random Variables

Proof uses several facts from multivariate probability

Some of these are hard to formalize in ACL2




17

Verifying Generated Software

Annotate software with mapping from software entities
to mathematical entities

We veritied a sample file — verification was fully




