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Two Great Ways to Collect Data

Intel” VTune™ Amplifier

Uses OS interrupts Uses the on chip Performance Monitoring Unit (PMU)
Collects from a single process tree Collect system wide or from a single process tree.

~10ms default resolution ~1ms default resolution (finer granularity - finds small functions)
Either an Intel’ or a compatible processor | Requires a genuine Intel” processor for collection

Call stacks show calling sequence Optionally collect call stacks

Works in a VM only when supported by the VM

Works in virtual [ t
orks in virtual environments (.., vSphere*, KVM)

- Easy to install on Windows

No driver reqUIred Requires a driver - Linux requires root (or use default perf driver)

No special recompiles - C, C++, C#, Fortran, Java, Assembly
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A Rich Set of Performance Data

Intel” VTune™ Amplifier

Software Collector Hardware Collector

Advanced Hotspots
Which functions use the most time?
Where to inline? — Statistical call counts

Basic Hotspots
Which functions use the most time?

Concurrency General Exploration

Tune parallelism. Where is the biggest opportunity?
Colors show number of cores used. Cache misses? Branch mispredictions?
Locks and Waits

Advanced Analysis
Memory-access, HPC Characterization, etc...

Tune the #1 cause of slow threaded performance:
— waiting with idle cores.

Any IA86 processor, any VM, no driver Higher res., lower overhead, system wide

No special recompiles - C, C++, C#, Fortran, Java, Assembly
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Example: Hotspots Analysis

Summary View

]
Elapsed Time " : 5.554s CPU Usage Histogram
- L This histogram displays a percentage ofthe wall ime the specific number of CPUs were
M T 10.504s running simultaneously. Spin and Overhead time adds to the Idle CPU usage value.
Instructions Retired: 21,695.000,000
CPIRate “: 1257
. 257 o |
CPU Frequency Ratio 1.041 E =
O
Total Thread Count: 9 % Ny
Paused Time 0s 15s- @ §|
= T |
E 2
:
Top Hotspots 1s1 |
This section lists the most active functions in your application. Optimizing these hotspot |
functions typically results in improving overall application performance. 058 |
= |
Function Module CPU Time |
grid_intersect 3_tachyon_omp.exe 5539s 0
sphere intersect 3_tachyon_omp.exe 3247s ] 1 2 3 4
func@0x1002e59d libiomp5md.dll 0.148s -E_H m
shader 3_tachyon_omp.exe 0117s
KeDelayExecutionThread ntoskrnl.exe 0.091s Simultaneously Utilized Logical CPUs
N4 i5 applied to non-s: able metics. -
= o momsdm Collection and Platform Info
This section provides information about this collection. including result set size and collection
platform data.
Average Bandwidth
Package Total, GB/sec Read, GBfsec Write, GBfsec
package 0 5715 3.504 2212
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Example: Concurrency Analysis

Bottom-up View

8 Concurrency Hotspots by iewpoir I Intel VTune Amplifier XE 2015
& Analysis Target i o= ection Log | | B Summary % Caller/Callee | | #% Top un Tree | | B Tasks and Frames
Grouping:  |Function f Call Stack v |La| [ Data Of Interest {CPU Metrics) W
rViewing 4 1of 21 b selected stack(s]
CPU Time by Utilization ® Wait Time by Utilization ov.® Thre... Start ) = 2 &)
Function / Call Stack an Ove. Medule Address Function (Full) 31,8% (1.703s of 5.3605)
Didle @ Poor OCk B ideal B Over @1dle W Poor OOk [l ideal [l Over : i . !
[# grid_intersect 5.3605-:_ Os 4.527s 3_tachyon_omp.exe Cxd0cTf0 grid_intersect A
B B 3_tachyon_omp.exelgrid_intersect - grid...
[#lsphere_intersect - Os 2.914s 3 tachyon_omp.exe Oxdlacal sphere_intersect -
BSwitchToThread 0.926s [ 09855 0901s KERNELBASEdIl  0xI0047e49  SwitchToThread 3 tachyon_omp.exelintersect_objects- ...
kmp_launch_thread 0.874s [ 21045 [ 0.874s 0.008s libiompSmd.dil Ox1004b0d0  _ kmp_launch_thread 3_tachyon_omp.exelshader+0x357 - sha...
[# grid_bounds_intersect 0.297s [ Os 0.215s 3_tachyon_omp.exe Cwd0cdfl grid_bounds_intersect 3_tachyon_omp.exeltrace+ (2f - trace_re...
[#shader 0.106s | Os 0.066s 3_tachyon_omp.exe DwdD6b50 shader(struct ray *) 3 _tachyon_omp.exelrender_one_pixel+0...
[ GdipDrawlmagePointRect! 0.098s| Os 0.098s gdiplus.dil 10060336 GdipDrawlmagePointRect! 3_tachyon_omp.exelthread_trace+ (x2c0...
[ pos2grid 0.000s | Oz 0.074s 3_tachyon_omp.exe 0xd0cd10 pos2grid libiompSmd.dill_kmp_invoke microta..
Selected 1 row(s): 5.360s Os| 4.527s v '
< 3 < N libiormp3imd.dill[OpenMP dispatcher]+...
] ' " ' ' ' T " ! T 1 T T
Cur ‘ 0.5s s 1355 25 255 3 155 45 4.55 55 555 fis Ruler Area ~
OMP Worker Thread #1 FETITTT T W W TN T P v T T T T TR T L P . (A g =
ERCTTVRY T T TR NWW TNV W Wy v r VWP T T T W
omp Wgrker Thread 2 Thread =
thread _video (TID: 5712 [ A L L S W I V0 W i N N A I i
= |OMP Worker Thread 23 IV UTEEEYECTITE  CWCIETI WE WL I T PR W O o Ty W T TN T U = Running
ﬁ \WinMainCRTStartup (T %] waits
= :
func@0x100087fe (TID: itk CPU Time
Mk Overhea...
= cpu Sample
] Transitions
CPU Usage CPU Usage
= .
- Huk Overhea...
No filters are applied. Any Process v I Any Thread ~ I Any Module Any Utilization w I User functions + 1 bl [nline A on v I Functions only w
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Find Answers Fast

Intel® VTune™ Ampl|f|er = icHorspe . : : ) Intel VTune Amplifier XE 2015

4 nd Frames

Data Of Interest (CPU Metrics) [=]

Adjust Data Grouping P

. 3t Viewing 4 10fd9 b =elected stack(s]
B ime tilizatiome werhea
: Function / Call Stack CPU Time by Utilizzti * Overhead 2 “
Function - Call Stack - @idle B Poor [0k §1desl @ Over and Spin Time | 228% (10295 of 4.5075) ‘
- ion -  FireObjecticheckColis asr- L 0 -
Module - Function - Call Stack !re J.ec cheq U_ =L . = 2 SystemProceduralFire.DLLIFireObject:c...
) . [# FireObject:ProcessFireCollisionsRange EFIrS s | 0s
- - IFi i .
Scurce File - Function - Call Stack = NtWaitForSingleObject A e | 24085 SystemProceduralFire. DLLIFireObject:Pr...
- i - aitForSingleObjectEx< WaitForSir| 33995 399s DLLIFi ject:Fi..
Thread - Function - Call Stack . WaitForSingleObjectEx< WaitForsir| 3.399s (NN 10 3.3%9: SystemProceduralFire.DLLIFireObject:Fi
L F. RtlpWaitOnCriticalSection+ RtlEnte| 0.007s] 0.007s Smoke.exe!ParallelForBody:: operator()+ ...
o (Pamal list shown) S)std:basic_ifstream < char,struct ste:char| - 3.359s [ | 0s Smoke.exe![TBE parallel_for en class Para...

. Ogre:FileSystemArchive:open 3359: D

D I CI. F t. l_ 0s Smoke.exeltbb:internal::start_for<class ...
[+ CBaseDevice:Present 3‘0065_:- 0671
ouble Click Function e

Smoke.exelTaskManagerTBB:ParallelFo...
Selected 1 row(s): 4.507s

. — Alia P " SystemProceduralFire.DLLIFireObject:Em... _
to View Source .

—_—
o Ck = 500ms 25600rms 25700ms 25800ms 25800ms Ruler Area i

Click [+] for Ca" Stack :ES\Dnv::':::IalnCRTSta - rU:sst"r:::adfMudule
Filter by Timeline Selection

m

endthreadesx (TID
_ [ Runnin
_endthreadex (TID “ 9

e [ iduaks CPU Time
i i CPuUsage (T e . M ] liuk Overhead and Spin Time
(or by Grid Selection) o
: 4

Process / Th

Frame Rate [] % CPU Sample

P Tasks

= bow -

Zoom In And Filter On Selection
Filter In by Selection D%

Mo filters are applied. Any Process / Any Thread
User functip / |z|

E Any Module

A Functions only |z|

E Any Utilization

-]

Rermowe All Filters

Filter by Process Tuning Opportunities Shown in Pink.
& Other Controls Hover for Tips
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See Profile Data On Source / Asm

Double Click from Grid or Timeline

View Source / Asm or both CPU Time Right click for instruction reference manual

Intel VTune Amplifier XE 2015

sis Type | | B8 Collection Log

e

el [ grid.cpp 3

Bl Summary | | *% Botf

Caller/Callee| % Top-down Tree| | BB Tasks an

@ @ @ L_ IAssemny grouping: | Address I

4

Source CPU Time: Total ... m Sour... CPU Time: Total .. m -
line Source Addressa 7o O Asse bly =
D Idle B Poor [00Ck L D idle B Poor D Okl _|
. . . 0.017s] 0:418b6d 580 cmp dword pti  ep-0x190], 0x| 0.120s| =
Qu |Ck Asm naV|g atlo n O 0x418674 580 jz 0x418bed <l dck 58> 0.379s0 f
0x418b76 Block 54:
Select SOU rce to h Ig h I Ig ht Asm N _— 0:418b76 581 mov edx, dword ptr [ebp-0x190| 0.090s] E
oo |_ 0xd18b7c 581 mov eax, dword ptr [edwx+0xd] [].[]2[];| —
cur = g->cells[voxindex]; g 0x418b7f 581 mov ecx, dword ptr [eax] 3.8535_ =
580 while (cur != NULL) [ 0.499=zy 0xd18b81 581 mov edx, dword ptr [ebp+0xc] l.SUU;- |
if (ry->mbox[cur->obj->id] ! 0x418b34 581 mov eax, dword ptr [eds+0x10]| 0.030s| =
582 ry->mhox [cur->obj->id] = r© 0.5475' 0x418b87 581 mov edx, dword ptr [ebp+0xc] E
583 cur->obj->methods->interse| 1.769s [ _ | 0x418b8a 581 mov eax, dword ptr [eaxtecx*4) 0.040s| I
584 1 = 0x418b8d 581 cmp eax, dword ptr [edx+0xc] 1.262;- E
585 Cur = Cur->next; 0.568s]) = 08630 581 jz Ox4l8bdé <Block 57> =
586 ) 0.070s| B oxa18092 Block 55: =
587 CUrvox.z += Step.z; 0.070s| =! Ox418b92 582 mov ecx, dword ptr [ ax130) 0331s0
588 if (ry->maxdist < tmax.z || cu 0.1005| '\Ux418b98 582 mov edx, dword ptr [l ®4] 0.1165'
Selected 1 row(s): 77955 -/ Highlighted 9 re. s): 7.795s5 -
4 ] 4 | 2 N 4 |J 4 |m 3

Scroll Bar “Heat Map” is an overview of hot spots Click jump to scroll Asm
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Timeline Visualizes Thread Behavior
Intel” VTune™ Amplifier

v Transitions ik CPU Time

Locks & Waits Basic Hotspots Advanced Hotspots
o e o e L Lo o e e T T T T I — T T T T T T T T T T
Qo k= 20868 29.87s 29.88s 29.89s 29.9; F | Ruler Area 29.9% 29.96s 29.98 30.05s 30.1s 30.1¢
T n T n L armrarn T R =% Frame fruvrers_arsrrneren, A reenrvn e, e T
WWWinMainCRTS tartu. . Thread T —
rhread (0x1364) B Running e PO .
§ [Thread (0x1360) ) waits — } i
= [Thread (0x1374) =7 User Task S |~ e T — ]
Thread (0x137c) Transition sy | [TIPEEEEE———
Trvesd (ox1389 (7] Thread Concurrency e = S
Mk Concurrency
T [ P vepppp— i ol | AL b
« ‘[ » | » = r
- / - \ = User Task
=P Frame Q&.'.I'ransmon T
Frame Transition Start: 29.958s Duration: 0.018s
Hove rS: Start: 20,8585 Duration: 0.017s wiWinMainCRTStartup (0x12d4) to Thread (0x138¢) (29.8995 to 29.899s) Task Type: Smoke:FrameWork: execute():Other
Frame: 72 Sync Object: TBB Scheduler Task End Call Stack: Frameworl::Execute
Frame Domain: Smoke:Framework:execute(}| | Object Creation File: taskmanagertbb.cpp
Frame Type: Good Object Creation Line: 318 CPU Time
Frame Rate: 59.8242179 94.233472%

Optional: Use API to mark frames and user tasks ®®Frame <= User Task

Optional: Add a mark during collection [@MeiTimdine ]
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Copyright © 2018, Intel Corporation. All rights reserved.
*Other names and brands may be claimed as the property of




Command Line Interface

Automate analysis

amplxe-cl is the command line:
—-Windows: C:\Program Files (x86)\Intel\VTune Amplifier XE
\bin[32|64]\amplxe-cl.exe
—Linux: /opt/intel/vtune amplifier xe/bin[32]64]/amplxe-cl

™ Choose Target and Analysis Type Intel VTune Amplifier XE 2016

Help: amplxe-cl -help

Use Ul to setup |
1) Configure analysis in Ul f':f;izf?;.lﬁ;:

4. Bandwidth [ Analyze user tasks

2) Press “Command Line..."” button I

Analyze Processor Graphics hardware events: | None
£ Platform Analysis i o

3 ) C O py & paste CO m m a n d g gs;?ii?;:: nnnnnnn v | [ Trace OpenCL and Intel Media SDK programs (Intel HD Graphics on

Ident tfyy ur most time-consuming s code. This analysis type c;
b dt pf| e the systmbtmust th | h pp\ catio fp

CPU sampling intemohas:

Great for regression analysis — send results file to developer
Command line results can also be opened in the Ul

Optimization Notice
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Compare Results Quickly - Sort By Difference

Intel” VTune™ Amplifier

Quickly identify cause of regressions.

= Run a command line analysis daily

= |dentify the function responsible so you know who to alert
Compare 2 optimizations — What improved?

Compare 2 systems — What didn't speed up as much?

Grouping: [Funcﬁnn [ Call Stack

Function / Call Stack CPU TimeDifference

E FireObject::checkCollision SystemProceduralFire.DLL
FireQObject::ProcessFireCollisionsRange) 4.644s SysternProceduralFire.DLL S643s - 0.999< l
dllStopPlugin 3.765s RenderSystem_Direct3D9.0LL 9.184s [ (]

Optimization Notice
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Introduction to Performance Tuning

[ |
s
]

1 !

Op zation Notice

Copyright © 2018, Intel Corporation. All rights reserved.

_ Think performance wise
> (app/sys level)

i

] ]

! A4

i - Choose performance.
i.-;a» Prototyping effective solutions

I

I T

i Y Apply performance

Ir N Implementation - optimization and check
| results

! Add performance

b=> - regressions to test stage
7l

i v

i Collect and analyze
im;;- _ performance related

. issues from users
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Introduction to Intel VTune Amplifier

il General Exploration Hotspots viewpoint (change) @
 Accurate Data - Low Overhead R e

« CPU, GPU, FPU, threading,
bandwidth, and more...

9 3 Analysis Target % Analysis Type Collection Log i) Summary &% Bottom-up & Caller/Callee ¢ Top-down Tree == Platform
Grouping:| Function / Call Stack

CPUTime ¥ «
° Profile applications or systems Function / Call Stack Effective Time by Utilization *| pintime | overneagTime | Inetuctions Retired | CPIRate
° Meanin fUlAnal SiS Qidle @Poor [ Ok @ideal W Over
& y G 12,956,100.000
* Threading and hardware utilization [." e intersect 3.6855 QD - 0s 0s 8.988,900,000 1.049
efficienc b grid_bounds_intersect || 0.434s @0l 0s 0s 638,400,000 1.714
ff y
+  Memory and storage device analysis |” shadr 0.101s || 0s 0s 165300,000) 1414
p tri_intersect 0.098s || Os Os 180,500,000 1.108
° Easy » pos2grid 0.094s | 0s 0s 169,100,000 1.213
° Data dlsplayed by source Code » Raypnt 0.073s || 0s 0s 148,200,000 1.308
+  Expert advice built-in - s, .
«  Easy set-up, no special compiles T DD A DU e PTT SU AP o A S
OMP Worker Thread ...
OMP Worker Thread ...
OMP Worker Thread ...

OMP Master Thread #...
Thread (TID: 15956)
Thread (TID: 9288)
Thread (TID: 16148)
Thread (TID: 1488)

> amplxe-cl -help collect

Copyright © 2018, Intel Corporation. All rights reserved.
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System-Level Profiling — High-level Overviews

) ) ) ) O O O O B (R R R R
i General Exploration General Exploration viewpoint (change) @ (o=l IO T 0.55 1s 1.5s 25 25 Is 3.5s 4,55 55 5.9s
Qo oooo0ooooloooonoonoloooonoooolonnonan To 0 oo ool oo oonog
4 [E] Collection Log @Analysis'largel A Analysis Type | [# Summary | &% Bottom-up B core 1
(“) Elapsed Time ' 6.306s cpu_2
Clockticks: 30,869,300,000 cpu_3
Instructions Retired: 25.745.000,000 0
CPI Rate ©: 1199 & Bles
MUX Reliability - 0.972 cpu_ﬂl
5 Front-End Bound - 7.2%  of Pipeline Slots
© B . . . 'Ej' cpu_T1
~) Bad Speculation = 6.0% M of Pipeline Slots g
Branch Mispredict *- 5.9% R of Pipeline Slots —
Machine Clears ~: 0.1%  of Pipeline Slots
) Back-End Bound - 64.1% & A —
Fey . i o,
> Memory Eloun_d : 33.3:’0 3 @ CPU Usage Histogram
& Core Bound = 30.8% K This histogram displays a percentage of the wall time the specific number of CPUs were running simultaneously. Spin and Overhead
Divider = 0.0% time adds to the ldle CPU usage value.
(¥ Port Utilization 295% K
() Retiring“: 22 7% i 5!
Total Thread Count: 9 1500msd = E:
Paused Time “: 0s o =1
:
1000ms )_I
|
|
500ms
Oms -

Simultaneously Utilized Logical CPUs

Optimization Notice
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System-Level Profiling — Process/Module Breakdowns

EHotspots viewpoint (change) @ I
q Collection Log &2} Analysis Target % Analysis Type [# Summary && Bottom-up & Caller/Callee &% Top-down Tree fi=) Platform P
Grouping:| Process / Module / Function / Thread / Call Stack

Process / Module / Function / Thread / Call Stack CPUTime ¥ = | Instructions Retired | CPlRate CPU Frequency Ratio Module

w chrome.exe 3.443s 15.4% 1.441 0.963
» chrome_child.dll 3.022s N 14.6% 1.301 0.944
p ntdll.dll 0.2425 0 0.6% 317 1.103
p ntoskrnl exe 0179s 1 0.2% 7143 1.064
» EXCEL.EXE 2.750s (N 14.3% 1.312 1.022
» Explorer. EXE 2.598s (D 10.3% 1.677 0.998
» Syncplicity.exe 1.140: D 4.1% 1.923 1.039
w OUTLOOK.EXE 0.891s 0 1.5% 3.723 0.918
» mso.dll 0.141s | 0.2% 4719 0.812
W ntoskrnl exe 0.080s | 0.2% 2.884 1.181
» ExEnterPriorityRegionAndAcquireResourceExclusive || 0.004s 0.0% 0.400 | ntoskrnl.exe ExEnterPriorityRegionAndAcquireResourcel
» ExAllocatePoolWithTag 0.004s 0.0% 1.000 1.000 | ntoskrnl.exe ExAllocatePoolWithTag
- » KeSetEvent 0.004s 0.0% 0.200 | ntoskrnl.exe KeSetEvent
» ObReferenceObjectByHandleWithTag 0.004s 0.0% 0.800 | ntoskrnl.exe ObReferenceObjectByHandleWithTag
<

QOO :'”6.'55'”'1:s'”1'.'55”"J%”'i.lsél”3:5”'é.lsé”'zi:sm&éslms's”'5.'55””ﬁ:s”'6.'5.;'”?:s"”?.'5;'”s:s"'é.lsémg:s'”'9.'5;”'11:15'”1'0:5'5”'ﬁs'”1'1f5's”'1.?5'”1'zf5's”'1:3sm1'3f5's”'1z:1;'”131f5's':
Thread (TID: 9844)
Thread (TID: 15272)
Thread (TID: 16316)

hvead (712 15756 | | )

Thread (TID: 19836)
Thread (TID: 16588)

Optimization Notice
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System-Level Profiling — Disk 1/O Analysis

Disk Input and Output Histogram

Are You |/O Bound or CPU Bound? Operation Type: wife +
« Explore imbalance between I/O opera =

(async & sync) and compute M
» Storage accesses mapped to D Jll I “ I

the source code “
See when CPU is waiting for 1/O f.lmﬁél?ﬁ}? 300ms 5366ms m oms S -
* Measure bus bandwidth to storage

amplxe-runss (TID: 12...| Ik | | [¥] [ Context Switches
) Thread (TID: 0) v duk CPU Time

« Latency analysis

« Tune storage accesses with

oW

o

v M = 1/0 APls
@ /dev/sda L P Slow Tasks
1/0 Queue Depth
Mk 1/0 Queue Depth

major fault

Page |/0 Queus

Transfer Operat.. Faults Depth  Thread

latency histogram 7 e

- Distribution of I/O over multiple devices 25" ————— . m— o
= CPU State

> amplxe-cl -collect disk-io —-d 10 |NEH L4 L e

Optimization Notice
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System-Level Profiling - HPC Characterizaton

CPU Utilization -: 60.9%

H A CPUU 14.611 Out of 24 logical CPU
Three Metric Classes " aoneom

Parallel Region Time ~: 11.986s (99.9%)
ngs .
° ( P l | l ' t i l I Zat ion Estimated Ideal Time 8.2055 (68.4%)
OpenMP Potential Gain 3.781s (31.5%)
. o The time wasted on load imbalance or parallel work arrangement is significant and negatively impacts the application performance and scalability. Explore
- L l %
O I ca CO re 0 u Sa e OpenMP regions with the highest metric values. Make sure the workload of the regions is enough and the loop schedule is optimal.

Top OpenMP Regions by Potential Gain

* Includes parallelism and o il
OpenMP information Memory Bound : 91.8%
AN Cache Bound - -
* Memory Bound E DRAM Latency Bound (%) FPU Utilization ”; 1.3% &

A SP FLOPSs per Cycle 0.211 Out of 16 %
MAIN__§ DRAM Bandwidth Bound

* Break down each level of s : @ e oy e, st

This metric represents a fraction of - .
) % of Packed FP Instr. 93.1%

th e m emory h ierarChy - main memaory (DRAM). This metric d % of 128-bit 93.1% %

— Consider improving data locality in N % of 256°bit - 0.0%

ag s . %o Selar PP nstr. - 6.5%
[ FPU Utl llzatlon NUMA: % of Remote Accesses FP Arith/Mem Rd Instr. Ratio : 0.264 %

FP Arith/Mem Wr [nstr. Ratio " 6.298
A significant amount of DRAM loads

&

Top S hotspot loops (functions) by FPU usage

° Fl t- . t G F L P S d This section provides information for the most time consuming loops/functions with fleating point operations
Oa. Ing pOIn O an same core, or at least the same pack

©

Function CPU Time ™ FPU Utilization ~  Vector Instruction Set = Loop Type

d e n Sity [Loop at line 575 in conj_grad-$omp$parallel@517] 126,149 1LE% R SSE2(128) ® Body

[Loop at line 678 in conj_grad-$omp$parallel@517] 5.004s 1.7% SSE2(128) Body

Loop at line 575 in conj_grad_$omp$parallel@517 2.678s 2.1% [Unknown] Remainder

[Loop at line 573 in conj_qrad_$omp$parallel@517] 0.995s 4.0% SSE2(128) Body

[Loop at line 661 in conj_grad-$omp$parallel@517] 09525 1.3%  SSE(128); SSE2(128) Body

> amplxe-cl -collect hpc-performance —-d 10 [others] e e e e

*N/A & applied to non-summMabie metrics.
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System-Level Profiling — Memory Bandwidth

B By A B HPC Performance Characterization Copy

- Algorithm Analysis Analyze important aspects of your application performance, including CPU utilization with additional details on OpenMP
efficiency analysis, memory usage, and FPU utilization with vectorization infermation

A Basic Hotspots . ’
P For vectorization optimization data, such as trip counts, data dependencies, and memory access patterns, try Intel Advisor.

A Advanced Hotspots It identifies the loops that will benefit the most from refined vectorization and gives tips for improvements.
A Concurrency The HPC Performance Characterization analysis type is best used for analyzing intensive compute applications. Learn more
(F1)

A Locks and Waits

~l¥ Compute-Intensive Application Analys CPU sampling interval, ms: 1

LN HPC Performance Characterization
=/l Microarchitecture Analysis

andwidth=true

& General Exploration < » Analyze memory bandwidth

A Memory Access
A TSX Exploration

» Evaluate max DRAM bandwidth

10124.28ms(50ms 10200ms 10250

10300m

e
Qe Q-Cw 9850ms 990|Oms 9950ms lOO(I)OmS 10050ms 101

package_0

package_1

DRAM Bandwi...

package_0

package_1

QP Bandwidt...

package_1

Time

package_0O

(0] ation Notice
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Application Performance Tuning Process
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Find Hotspots

o

- A
o0

& Basic Hotspots Hotspots by CPU Usage viewpoint (change) @ INTEI_ "“.IHE AMPI_IHER zma
9 (D Analysis Target % Analysis Type Collection Log  [®] Summary @& Bottom-up & Caller/Callee & Top-down Tree i<l Platform [
Grouping | Function / Call Stack w .@EI CPU Time v
Function / Call Stack CPUTime ¥ = Module Function (Full) Source File Start Address A || Viewing - 10f19 . selected stack(s)
» grid_intersect 1_tachyon_serial_exe grid_intersect 33.5% (2.033s of 6.063s)
p sphere_intersect 1_tachyon_serial_exe sphere_intersect sphere.cpp | Ox408a70 1_tachyon_serial exelgrid_intersect -... A
p MsgWaitForMultipleObjects user32.dll MsgWaitForMultipleObjects 0x6baBdbcO 1_tachyon_serial exelintersect_obje...
» grid_bounds_intersect 1_tachyon_serial exe grid_bounds_intersect grid cpp 0xd0cf20 1_tachyon_serial exelshader+0x346
» GdipDrawlmagePointRect! gdiplus.dil GdipDrawlmagePointRect! 0x1003a2b0 1_tachyon_serial exeltrace+0x2e - tr..
» SwitchToThread KernelBase.dll SwitchToThread 0x10021460 1_tachyon_serial exelrender_one_pi...
p shader 1_tachyon_serial exe shader(struct ray *) shade cpp 0x406e60 q 1_tachyon_serial exelparallel_thread
p tri_intersect 1_tachyon_serial_exe tri_intersect triangle.cpp | (x408d60 1_tachyon_serial.exelthread_trace+..
» pos2grid 1_tachyon_serial_exe pos2grid grid.cpp 0x40d1b0 1_tachyon_serial exeltrace_shm+0x
» CreateWindowExA user32.dll CreateVWindowEsxA 0x6bad1cb0 1_tachyon_serial.exeltrace_region+0...
» libm_sse?_sqrt_precise msveri20.dll libm_sse2_sqrt_precise 010042608 1_tachyon_serial.exelrenderscene+0...
b Raypnt 1_tachyon_serial_exe Raypnt(struct ray *,double) vectorcpp (0x4034d0 1_tachyon_serial exelrt_renderscene
b libm_sse2_pow_precise 0.050s | msver120.dll libm_sse2 pow_precise 0x1003d6f3 || 1_tachyon_serial.exeltachyon_video
1_tachyon_serial exelthread video+ v
[ Dless s 1% 2 ass 3% 35 4 45 s S5 6 6% 75 75 8 B G 9% W5 105 Tl 115 12 123 [ Thvems v
thread_vldeo(T\D:'lTl‘.. I—‘I i v = = = Ll = R . i T -Runnlng
WirtsinCRTStareup .| | ikik CPU Time
Uil Spin and Ov...
[ CPU Sample
CPU Usage
Uy CPU Time
Mk Spin and Ov...
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Find Hotspots

* Dirill to source or assembly

* Hottest areas easy to ID

* Is this the expected behavior

* Pay special attention to loops
and memory accesses

* Learn how your code behaves

What did the compiler
generate

 What are the expensive
statements
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# Basic Hotspots Hotspots by CPU Usage viewpoint (change) @

4 D Analysis Target i Analysis Type CollectionLog B Summary &3 Bottom-up &8 Caller/Calles & Top-down Tree 2] Platform gridepp
Assembly | | G ] @| ¥ a ‘Assemblygruuping: Address
oo CPU Time: Total ¥ @ T
Line Source Effective Time by Utilization Spin Time Overhead | Time: Source File
@ dle @ Poor [ Ok @ idesl [ Over i Wo | &
562 break;
303 voxindex += step.x;
564 tmax.x += tdelta.x;
305 curpos = nXp;
566 n¥p.x += pdeltaX.x;
367 n¥p.¥ += pdeltaX.y;
568 n¥p.z += pdeltaX.z;
569 1
570 else if (tmax.z < tmax.y) { —::| 0.0% 0.0% 00405 grid.cpp
571 cur = g->cells[voxindex]; 2.9%- 0.0% 0.0% 0.321s grid.cpp
572 while (cur '= NULL) {
0% 2.497:| gridcpe
574 ry->mbox [cur->obj->id] = ry->serial; 7.3%_ 0.0% 0.0% 0.817s grid.cpp
575 cur-»obj->methods->intersect (cur->ok 7.996_ 0.0% 0.0% 0.408s grid.cpp
576 1
577 cur = cur->next; 6.3% [ 0.0% 0.0% 0.699s grid.cpp
578 }
579 CUrvox.z += Step.z; 2% 0,022z grid.cpp
580 if (ry->maxdist < tmax.z || curvox.z == ;::| 0.021: gridepp
581 break;
582 voxindex += step.z*g->xsize*g->ysize;
583 tmax.z += tdelta.z: 550 0060z grid.cpp
584 curpos = nip;
585 nZp.x += pdeltaZ.x;
386 niép.¥ += pdeltaZ.y;
Sele.. 22.4% 0.0% 00%  2497s
< >




Determine Efficiency

izl General Exploration Hotspots viewpoint (change) @

4 ) Analysis Target £ Analysis Type Collection Log  [&) Summary &% Bottom-up = & Caller/Callee &% Tof

Gruuping:éFunctinn / Call Stack

Function / Call Stack

» sphere_intersect

b grid_bounds_intersect
b shader

P tri_intersect

» posZgrid

» Raypnt

CPU Time ¥ &
Effective Time by Utilization E e L ) ®
gidie @ Poor Ok @Ideal @ Over Spin Time Overhead Time

3.685s |(IED - 0s 0s
0.434s 10| 0s 0s
0.101s || Os Os
0.098s || 0s 0s
0.094s || 0s 0s
0.073s || 0s 0s

LN
& \ 2
o0
{= General Exploration General Exploration viewpoint (change) @

4 B Analysis Target )‘I\ Analysis Type Collection Log &l Summary  && Bottom-up
Grouping: | Function / Call Stack

Function / Call Stack CPl Rate Retiring =] Fro

:

p sphere_intersect 1.049 23.9%
p grid_bounds_intersect 1714 16.5%
p shader 1414 16.3%
p posZgrid 1.213 50.9%
p tri_intersect 1.105 23.8%
» Raypnt 1.308 39.2%
p func@0x140150ef0 9.714 80.9%
p libm_sse2 sqrt_precise 2211 0.0%

Look for Parallelism, Cycles-per-Instruction (CPI), and Retiring %
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CJI.C
Address Parallelism Issues ‘. .‘

®0

Coarse- Graln Locks

y '
P QFQ-G 5s 6s 6.55 7s 7.55 as 855 L] Thread

R

« Use Concurrency Analysis to ensure you're S | — - cE

using all your threads as often as possible. o R I

Uik Concurren. oy
OMP Worker Thread #3
01 d74)

« Common concurrency problems can often Thread Imbalance

be diagnosed in the timeline. St T'T L= I =t

Uk CPU Time
Transitions

Th

OMP Worker Thread #1
= | (0x1624)
)

* Switch to the Locks And Waits viewpoint or et il

Jiuk Concurrency

run a Locks and Waits analysis to

= t = t t t = o QG [] Thread
Investigate contention. S 2 8 uning
0} [l 1 Waits
onp worker Threea = || | IR wq -mwu e S
Bl H [ IIHHHHIIIIIIIII ; II Ry Ly rensions
= [OMP Worker Thread #2 1101 fils LAl
(0x1550) 1 \IH\I L} IIHHHHIIIIIIIII i g e Mhuk CPU Time
OMP Worker Thread #3 [ [ 11 10 i il (00T L1l IIHHHIIIIII i [] Thread Concurrency
0:3234) Ml Co
pe——
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Address Hardware Issues

FRONT END BACKEND
EXECUTION UNIT RETIREMEN

m----------------------------- ,/
ml----------------------------‘
ml-----------------------------

ml----------------------------- ’/

Fetch & Decode
Instructions, Predict Re-order and Commit Results to
Branches Execute Instructions Memory

The X86 Processor Pipeline (simplified)
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Address Hardware Issues
For each pipeline slot on each cycle:

uop

allocated?

No

Yes

back end
stalled?

uop ever
retired?

Yes Yes

Bad Back-End Front-End

Retiring Speculation Bound Bound
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Address Hardware Issues

il General Exploration General Exploration viewpoint (change) @

4 @ Analysis Target A Analysis Type Collection Log [ Surnmary @@ Bottom-up & Event Count iz Platform

Grouping:| Function / Call Stack

! - 2 B B Back-End Bound «
Function / Call Stack Retiring Front-End Bound Bad Speculation Module
Memory Bound = | Core Bound =

% 6 5% N 5% We% Y 3 tachyon_omp oxe
# sphere_intersect 23.9% 6.2% 11.5% 29.0% 29.4% 3_tachyon_omp.exe
» grid_bounds_intersect 16.5% 11.3% 8.7% 31.8% 31.8% 3_tachyon_omp.exe
b shader 16.3% 20.3% 4.1% 100.0% 0.0% | 3_tachyon_omp.

» pos2grid 50.9% 4.6% 0.0% T2.2% 0.0% 3 jgc pimp.exe
b tri_intersect 23.8% 14.3% 0.0% . hyon_omp.exe
» Raypnt 39.2% 4.9% 0.0% 0.0% 90.2%  3_tachyon_omp.exe
» func@0x140150ef0 80.9% 0.0% 0.0% 15.6% 10.9% ntoskml.exe

p libm_sse2 sqrt_precise 0.0% 30.8% 38.5% 0.0% 30.8% msver120.dll

b aullrem 46.9% 0.0% 0.0% 26.6% 26.6% | libiomp5md.dll

p func@0x10013010 41.0% 16.4% 0.0% 0.0% 50.8%  gdiplus.dil

p _kmp_linear_barrier_release 33.3% 0.0% 41.7% 71% 17.9%  libiomp5md.dll

b libm_sse2_pow_precise 0.0% 9.1% 15.2% msver120.dll

p ColorScale 30.6% 0.0% 0.0% 3_tachyon_omp.exe
# intersect_objects 20.8% 10.4% 0.0% 0.0% 100.0%  3_tachyon_omp.exe
» func@0x10009c00 35.7% 23.8% 0.0% 0.0% 64.3%  gdiplus.dil
General Exploration Analysis Shows the Hardware Bottleneck in the Application

1 -collect general-exploration -- ./myapp.out
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Rebuild and Compare Results ‘i

Compare.. & X [EidH primes.cpp 01hs r000hs primes_omp.cpp -
& Choose Results to Compare ""EI. vaE AMP“HER XE 2'“7
Result 1; | r003ah.amplxe v Browse... { Compare }

These results can be compared. Click the Compare button to continue,

CPU Usage Histogram
4 @ Summary a Bottom-up a Caller/Callee Q Top-down Tree This histogram displays a percentage of the wall time the specific number of CPUs were running

Elapsed Time : 7.420s - 5.541s = 1.879s 2587 ¢ 5!
Instructions Retired: 24 654 400,000 - 22,868,400,000 =1,786,000,000 26 4 g %:
CPI Rate = 1.326 - 1.363 =-0.037 = )
CPU Frequency Ratio @ 1.040 - 1.042 = -0.003 1551 e
Total Thread Count: Mot changed, 4 154 :
Paused Time = Mot changed, Os :

CPU Time 7 12.603s - 11.987s = 0.616s .

0s-
0 1 2 3 4

-E_mﬂ m
Simultaneously Utilized Logical CPUs
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Summary

« Start with the lowest hanging fruit for performance tuning

* Use Intel® VTune™ Amplifier for system and application
profiling

* Hotspots, HPC Characterization, and General Exploration are
good starting points

* Performance tuning is an iterative process

" =
\
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Legal Disclaimer & Optimization Notice

Software and workloads used in performance tests may have been optimized for performance only on Intel microprocessors. Performance
tests, such as SYSmark and MobileMark, are measured using specific computer systems, components, software, operations and functions. Any
change to any of those factors may cause the results to vary. You should consult other information and performance tests to assist you in fully
evaluating your contemplated purchases, including the performance of that product when combined with other products. For more complete
information visit www.intel.com/benchmarks.

INFORMATION IN THIS DOCUMENT IS PROVIDED “AS IS". NO LICENSE, EXPRESS OR IMPLIED, BY ESTOPPEL OR OTHERWISE, TO ANY
INTELLECTUAL PROPERTY RIGHTS IS GRANTED BY THIS DOCUMENT. INTEL ASSUMES NO LIABILITY WHATSOEVER AND INTEL DISCLAIMS
ANY EXPRESS OR IMPLIED WARRANTY, RELATING TO THIS INFORMATION INCLUDING LIABILITY OR WARRANTIES RELATING TO FITNESS
FOR A PARTICULAR PURPOSE, MERCHANTABILITY, OR INFRINGEMENT OF ANY PATENT, COPYRIGHT OR OTHER INTELLECTUAL PROPERTY
RIGHT.

Copyright © 2018, Intel Corporation. All rights reserved. Intel, Pentium, Xeon, Xeon Phi, Core, VTune, Cilk, and the Intel logo are trademarks of
Intel Corporation in the U.S. and other countries.

Intel’s compilers may or may not optimize to the same degree for non-Intel microprocessors for optimizations that are not unique to Intel
microprocessors. These optimizations include SSE2, SSE3, and SSSE3 instruction sets and other optimizations. Intel does not guarantee the
availability, functionality, or effectiveness of any optimization on microprocessors not manufactured by Intel. Microprocessor-dependent
optimizations in this product are intended for use with Intel microprocessors. Certain optimizations not specific to Intel microarchitecture
are reserved for Intel microprocessors. Please refer to the applicable product User and Reference Guides for more information regarding the
specific instruction sets covered by this notice.

Notice revision #20110804
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