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• This week: MDPs — towards reinforcement learning
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• Looking for a policy — optimal action from every state

• Next week: Reinforcement learning
− Optimal policy without knowing transition or reward

function
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