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− Exploration and intrinsic motivation
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− State abstraction
− Temporal abstraction



Options

• Extension of RL to temporal abstraction



Options

• Extension of RL to temporal abstraction

• They don’t address what temporal abstraction to use —
they just show how it can fit into the RL formalism



Options

• Extension of RL to temporal abstraction

• They don’t address what temporal abstraction to use —
they just show how it can fit into the RL formalism
− Why couldn’t it before?



Options

• Extension of RL to temporal abstraction

• They don’t address what temporal abstraction to use —
they just show how it can fit into the RL formalism
− Why couldn’t it before?

• Markov vs. Semi-markov:
− states, actions
− mapping from (s, a) to expected discounted reward
− well-defined distribution of next state, transit time
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− I can turn 45 degrees in either direction or move 100cm
forward

− Starting with a random policy, how long will it take to
learn?

− Assume we add 1 option to the action space with
a correct policy for getting from any location to the
nearest door of this room

− In what ways will it speed up/slow down learning?
− What could you do to improve the situation?

• Options can be detrimental without good state abstractions
(slides)
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Questions about Options

• Will a good set of learned options with a good state
abstraction always lead to an optimal policy?

• Different forms of optimality (slides)
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Successor Features

• What would you do if you could explore before you get a
reward function?


