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Abstract

Reinforcement learning (RL), particularly its combination with deep

neural networks referred to as deep RL (DRL), has shown tremen-

dous promise across a wide range of applications, suggesting its poten-

tial for enabling the development of sophisticated robotic behaviors.

Robotics problems, however, pose fundamental difficulties for the ap-

plication of RL, stemming from the complexity and cost of interacting

with the physical world. This article provides a modern survey of DRL

for robotics, with a particular focus on evaluating the real-world suc-

cesses achieved with DRL in realizing several key robotic competencies.

Our analysis aims to identify the key factors underlying those exciting

successes, reveal underexplored areas, and provide an overall character-

ization of the status of DRL in robotics. We highlight several important

avenues for future work, emphasizing the need for stable and sample-

efficient real-world RL paradigms, holistic approaches for discovering

and integrating various competencies to tackle complex long-horizon,

open-world tasks, and principled development and evaluation proce-

dures. This survey is designed to offer insights for both RL practition-

ers and roboticists toward harnessing RL’s power to create generally

capable real-world robotic systems.
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1. Introduction

Reinforcement learning (RL) (1) refers to a class of decision-making problems in which an

agent must learn through trial-and-error to act in such a way that maximizes its accumulated

return, as encoded by a scalar reward function that maps the agent’s states and actions

to immediate rewards. RL algorithms, particularly their combination with deep neural

networks referred to as deep RL (DRL) (2), have shown remarkable capabilities in solving

complex decision-making problems even with high-dimensional observations in domains such

as board games (3), video games (4), healthcare (5), and recommendation systems (6).

These successes underscore the potential of DRL for controlling robotic systems with

high-dimensional state or observation space and highly nonlinear dynamics to perform chal-

lenging tasks that conventional decision-making, planning, and control approaches (e.g.,

classical control, optimal control, sampling-based planning) cannot handle effectively. Yet,

the most notable milestones of DRL so far have been achieved in simulation or game envi-

ronments, where RL agents can learn from extensive experience. In contrast, robots need

to complete tasks in the physical world, which presents additional challenges. It is often

inefficient and/or unsafe for the RL agents to collect trial-and-error samples directly in the

physical world, and it is usually impossible to create an exact replica of the complex real

world in simulation. These challenges notwithstanding, recent advances have enabled DRL

to succeed at some real-world robotic tasks. For instance, DRL has enabled champion-level

drone racing (7) and versatile quadruped locomotion control integrated into production-level

quadruped systems (e.g., ANYbotics1, Swiss-Mile2, and Boston Dynamics3). However, the

maturity of state-of-the-art DRL solutions varies significantly across different robotic appli-

cations. In some domains, such as urban autonomous driving, DRL-based solutions remain

limited to simulation or strictly confined field tests (8).

This survey aims to comprehensively evaluate the current progress of DRL in real-world

robotic applications, identifying key factors behind the most exciting successes and open

challenges that remain in less mature areas. Specifically, we assess the maturity of DRL for

a variety of problem domains and contrast the DRL literature across domains to pinpoint

broadly applicable techniques, under-explored areas, and common open challenges that

need to be addressed to advance DRL’s applications in robotics. We aim for this survey

to provide researchers and practitioners with a thorough understanding of the status of

DRL in robotics, offering valuable insights to guide future research and facilitate broadly

deployable DRL solutions for real-world robotic tasks.

2. Why Another Survey on RL for Robotics?

Although some previous articles have surveyed RL for robotics, we make three contributions

that provide unique perspectives on the literature and fill gaps in knowledge. First, we focus

on work that has demonstrated at least some degree of real-world success, aiming to assess

the current state and open challenges of DRL for real-world robotic applications. Most

existing surveys on RL for robotics do not explicitly address this topic, e.g., Dulac-Arnold

et al. (9) discuss the general challenges of real-world RL not specific to robotics, and Ibarz

et al. (10) list open challenges of DRL unique to real-world robotics settings but based on

1https://www.anybotics.com/news/superior-robot-mobility-where-ai-meets-the-real-world/
2https://www.swiss-mile.com/
3https://bostondynamics.com/blog/starting-on-the-right-foot-with-reinforcement-learning/

2 Tang C., Abbatematteo B., Hu J., Chandra R., Mart́ın-Mart́ın R., Stone P.
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Figure 1: The four aspects of our taxonomy: (a) Robot competencies learned with DRL;

(b) Problem formulation; (c) Solution approach; and (d) Levels of real-world success.

case studies drawn only from their own research. In contrast, our discussion is grounded in

a comprehensive assessment of the real-world successes achieved by DRL in robotics, with

one aspect of our evaluation being the level of real-world deployment (see Sec. 3.4).

Second, we present a novel and comprehensive taxonomy that categorizes DRL solutions

along multiple axes: robot competencies learned with DRL, problem formulation, solution

approach, and level of real-world success. Prior surveys on RL for robotics and broader robot

learning have often focused on specific tasks (11, 12) or on particular techniques (13, 14). By

contrast, our taxonomy allows us to survey the complete landscape of DRL solutions that

are effective in robotics application domains, in addition to reviewing the literature of each

application domain separately. Within this framework, we compare and contrast solutions

and identify common patterns, broadly applicable approaches, under-explored areas, and

open challenges for realizing successful robotic systems.

Third, while some past surveys have shared our motivation to provide a broad analysis

of the field, the fast and impressive pace of DRL progress has created the need for a

renewed analysis of the field, its successes, and limitations. The seminal survey by Kober et

al. (15) was written before the deep learning era, and the general deep learning for robotics

survey by Sunderhauf et al. (16) was written when DRL accomplishments were primarily

in simulation. We provide a refreshed overview of the field by focusing on DRL, which is

behind the most notable real-world successes of RL in robotics, paying particular attention

to papers published in the last five years, during which most of the successes occurred.

3. Taxonomy

This section presents the novel taxonomy we introduce to categorize the literature on DRL.

The unique focus of our survey on the real-world successes of DRL in robotics necessitates a

new taxonomy to categorize and analyze the literature, which should enable us to assess the

maturity of DRL solutions across various robotic applications and derive valuable lessons

from both successes and failures. Specifically, we should identify the specific robotic problem

addressed in each paper, understand how it has been abstracted as an RL problem, and

summarize the DRL techniques applied to solve it. More importantly, we should evaluate

the maturity of these DRL solutions, as demonstrated in their experiments. Consequently,

www.annualreviews.org • Real-World Successes of DRL in Robotics 3



we introduce a taxonomy spanning four axes: robot competencies learned with DRL,

problem formulation, solution approach, and the level of real-world success.

3.1. Robot Competencies Learned with DRL

Our primary axis focuses on the target robotic task studied in each paper. A robotic task,

especially in open real-world scenarios, may require multiple competencies. One may apply

DRL to synthesize an end-to-end system to realize all the competencies or learn sub-modules

to enable a subset of them. Since our focus is DRL, we classify papers based on the specific

robot competencies learned and realized with DRL. We first classify the competencies into

single-robot—competencies required for a robot to complete tasks on its own—and multi-

agent—competencies required to interact with other agents sharing the workspace with the

robot and affecting its task completion.

When a single robot completes a task in a workspace, any competencies it requires can be

considered as enabling specific ways to interact with and affect the physical world, which are

further divided into mobility—moving in the environment—and manipulation—moving or

rearranging (e.g., grasping, rotating) objects in the environment (17, 18, 19). In the robotics

literature, mobility4 is typically split into two problems: locomotion and navigation (18,

20). Locomotion focuses on motor skills that enable robots of various morphologies (e.g.,

quadrupeds, humanoids, wheeled robots, drones) to traverse different environments, while

navigation focuses on strategies that direct a robot to its destination efficiently without

collision. Typical navigation policies generate high-level motion commands, such as desired

states at the center of mass (CoM), while assuming effective locomotion control to execute

them (18). Some works jointly address the locomotion and navigation problems, which is

particularly useful for tasks in which the navigation strategies are heavily affected by the

robot’s capability to traverse the environment, as determined by the robot dynamics and

locomotion control (e.g., navigating through challenging terrains (20) or racing (21)). We

review these papers alongside other navigation papers since their ultimate goal is navigation.

In the robotics literature, manipulation is often studied in table-top settings, e.g., robotic

arms or hands mounted on a stationary base with fixed sensors observing the scene. Some

other real-world tasks further require robots to interact with the environment while moving

their base (e.g., household and warehouse robots), which necessitates a synergistic inte-

gration of manipulation and mobility capabilities. We review the former case under the

stationary manipulation category and the latter under mobile manipulation.

When the task completion is affected by the other agents in the workspace, the robot

needs to be further equipped with abilities to interact with other agents, which we place

under the heading of multi-agent competencies. Note that some single-robot competen-

cies may still be required while the robot interacts with others, such as crowd navigation

or collaborative manipulation. In this category, we focus on papers where DRL occurs

at the agent-interaction level, i.e., learning interaction strategies given certain single-robot

competencies or learning policies that jointly optimize interaction and single-robot compe-

tencies. We further split these works into two subcategories based on the types of agents

the robot interacts with: 1) Human-robot interaction concerns a robot’s ability to operate

4In the robotics literature, both locomotion and navigation have been used to refer to the
ability to move in an environment. To avoid confusion, mobility is used in this survey to refer to
the overarching category where DRL enables robot movement.

4 Tang C., Abbatematteo B., Hu J., Chandra R., Mart́ın-Mart́ın R., Stone P.



alongside humans. The presence of humans introduces additional challenges due to their

sophisticated behavior and the stringent safety requirements for robots operating around

humans. 2) Multi-robot interaction refers to a robot’s ability to interact with a group of

robots. A class of RL algorithms, multi-agent RL (MARL), is typically applied to solve this

problem. In MARL, each robot is a learning agent evolving its policy based on its interac-

tions with the environment and other robots, which complicates the learning mechanism.

Depending on whether the robots’ objectives align, their interactions could be cooperative,

adversarial, or general-sum. In addition, practical scenarios often require decentralized

decision-making under partial observability and limited communication bandwidth.

3.2. Problem Formulation

The second axis of our taxonomy is the formulation of the RL problem, which specifies

the optimal control policy for the targeted robot competency. RL problems are typically

modeled as Partially Observable Markov Decision Processes (POMDPs) for single-agent RL

and Decentralized POMDPs (Dec-POMDP) for multi-agent RL. Specifically, we categorize

the papers based on the following elements of the problem formulation: 1) Action space:

whether the actions are low-level (i.e., joint or motor commands), mid-level (i.e., task-space

commands), or high-level (i.e., temporally extended task-space commands or subroutines);

2) Observation space: whether the observations are high-dimensional sensor inputs (e.g.,

images and/or LiDAR scans) or estimated low-dimensional state vectors; 3) Reward func-

tion: whether the reward signals are sparse or dense. Due to space limitations, we provide

detailed definitions of these terms in the supplementary materials.

3.3. Solution Approach

Another axis closely related to the previous one is the solution approach used to solve the

RL problem, which is composed of the RL algorithm and associated techniques that enable

a practical solution for the target robotic problem. Specifically, we classify the solution

approach from the following perspectives: 1) Simulator usage: whether and how simulators

are used, categorized into zero-shot, few-shot sim-to-real transfer, or directly learning offline

or in the real world without simulators; 2) Model learning : whether (a part of) the transition

dynamics model is learned from robot data; 3) Expert usage: whether expert (e.g., human

or oracle policy) data are used to facilitate learning; 4) Policy optimization: the policy

optimization algorithm adopted, including planning or offline, off-policy, or on-policy RL;

5) Policy/Model Representation: Classes of neural network architectures used to represent

the policy or dynamics model, including MLP, CNN, RNN, and Transformer. Please refer

to the supplementary materials for detailed term definitions.

3.4. Level of Real-World Success

To evaluate the practicality of DRL in real-world robotic tasks, we categorize the papers

based on the maturity of their DRL methods. By comparing the effectiveness of DRL

across different robotic tasks, we aim to identify domains where the gaps between research

prototypes and real-world deployment are more or less significant. This requires a metric to

quantify real-world success across tasks, which, to our knowledge, has not been attempted

in the DRL for robotics literature. Inspired by the levels of autonomous driving (22) and

Technology readiness level (TRL) for machine learning (23), we introduce the concept of

www.annualreviews.org • Real-World Successes of DRL in Robotics 5



levels of real-world success. We classify the papers into six levels based on the scenarios

where the proposed methods have been validated: 1) Level 0 : validated only in simulation;

2) Level 1 : validated in limited lab conditions; 3) Level 2 : validated in diverse lab condi-

tions; 4) Level 3 : validated under confined real-world operational conditions; 5) Level 4 :

validated under diverse, representative real-world operational conditions; and 6) Level 5 :

deployed on commercialized products. We consider Levels 1-5 as achieving at least some de-

gree of real-world success. The only information we can use to assess the level of real-world

success is the experiments reported by the authors. However, many papers only described

a single real-world trial. While we strive to provide accurate estimates, this assessment can

be subjective due to limited information. Additionally, we use the level of real-world success

to quantify the maturity of a solution for its target problem, irrespective of its complexity.

4. Competency-Specific Review

This section provides a detailed review of the DRL literature, with each subsection focusing

on a specific robot competency. In each subsection, we further organize the review based

on subcategories specific to each type of competency. After discussing the papers, we

conclude each subsection by summarizing the trends and open challenges for learning the

competency in question. To aid understanding, each subsection includes a table to overview

the reviewed papers. Since our main objective is to assess the maturity of DRL solutions, we

note the level of real-world success achieved by each paper in the table. For a comprehensive

categorization of the papers, please refer to Tables 1–6 in the supplementary materials.

4.1. Locomotion

Locomotion research aims to develop motor skills for robots to traverse various real-world

environments. Prior to the deep learning era, several pioneering works have explored RL for

locomotion control and delivered promising hardware demos, e.g., quadruped walking (24)

and helicopter control (25, 26). This subsection reviews DRL solutions for locomotion sepa-

rately from navigation, where the controllers follow high-level navigation commands. Since

locomotion mainly concerns motor skills, the problem complexity is primarily influenced by

the system dynamics (27). We organize this subsection accordingly and review three rep-

resentative locomotion problems: quadruped and biped locomotion, and quadrotor

flight control. See Figure 2 for an overview of the papers reviewed.

4.1.1. Quadruped Locomotion. Quadruped locomotion is one of the robotic domains where

DRL has provided mature real-world solutions. Multiple robotics companies, such as ANY-

botics, Swiss-Mile, and Boston Dynamics, have reported that DRL was integrated into their

quadruped control for applications including industrial inspection, last-mile delivery, and

rescue operations. In the literature, DRL methods were first validated for blind quadruped

walking, i.e., relying solely on proprioceptive sensors on flat indoor surfaces (28, 29). These

policies were typically trained in simulation and deployed zero-shot in the real world. The

main challenge lies in the sim-to-real gap in quadrupeds’ intrinsic dynamics. Several strate-

gies have been explored to bridge the reality gap: 1) learning actuator models, either an-

alytical (28) or neural network-based (29), from robot data to improve simulation fidelity;

2) randomizing dynamics parameters (28, 29) and, even further, randomizing morphol-

ogy (30), which enables generalization to unseen quadrupeds; and 3) adopting a hierarchi-

6 Tang C., Abbatematteo B., Hu J., Chandra R., Mart́ın-Mart́ın R., Stone P.



Quadruped 
Locomotion

Biped 
Locomotion

Quadrotor Flight Control

Legged Locomotion

Quadruped 28 , 29 , 30 , 31 , 32 ,

33 , 34 , 35 , 36 , 37 ,
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49 , 50 , 51 , 52 , 53 , 54

Biped 27 , 55 , 56 , 57 , 58 ,

59 , 60 , 61 , 62 , 63

Flight 64 , 65 , 66 , 67 , 68

Figure 2: Left: An overview of the three locomotion problems reviewed in Sec. 4.1, including

quadruped (49) and biped (63) locomotion, and quadrotor flight control (64, 67); Right:

Locomotion papers reviewed in Sec. 4.1. The color map indicates the levels of real-world

success: Limited Lab , Diverse Lab , Limited Real , and Diverse Real .

cal structure with a low-level, model-based controller to handle dynamics discrepancy and

external disturbances while facilitating efficient learning. The interface between the DRL

policy and the model-based controller could be defined at various levels, such as joint posi-

tions (31, 32, 33), leg poses (28), gait parameters (34, 35), or temporally-extended macro

actions (36). As robots venture beyond controlled lab environments, they encounter more

challenging terrains such as discontinuous, deformable, or slippery surfaces. Four main tech-

niques have been used to address the additional challenges. First, the terrain and contact

information are not directly observable. Privileged learning has been commonly adopted as

a solution (34, 33), where a policy with privileged terrain information is trained first and

then distilled into a student policy operating on realistic sensor inputs. Alternatively, end-

to-end training can be achieved with the help of state estimation (37, 38) and asymmetric

actor-critic (39, 38). In both cases, an extended history of observations is often set as input.

Second, policies should be exposed to diverse conditions during training for generaliza-

tion in the wild. A learning curriculum that progressively increases task difficulty is often

adopted to facilitate training (34, 33, 36, 38, 37). Advanced terrain models can also improve

performance on terrains with complex contact dynamics, e.g., deformable surfaces (37).

Third, exteroceptive sensors are crucial for traversing risky terrains, as they allow the

quadruped to adapt to terrains without stepping on them. For example, they have fostered

more efficient and robust stair traversal (35, 43). Exteroceptive observations are typically

in the form of terrain height maps (35, 36), depth images (44, 45), and RGB images (43).

Privileged learning is widely used to facilitate policy learning from these high-dimensional

observations (44, 35, 45). To reduce the sim-to-real gap in sensor inputs, techniques such

as injecting simulated sensor noise (35), post-processing depth images (50), learning vision

encoders from real-world samples (43) are shown effective. Additionally, policies benefit

from improved representation via self-supervised learning (36, 35), cross-modal embedding

matching (44, 43), or using models with higher capacity, such as transformers (69, 45).

Fourth, traversing certain complex terrains demands advanced locomotion skills beyond

regular walking gaits. For example, end-to-end DRL policies typically struggle with terrains

that have sparse contact regions. Jenelten et al. (46) showed that training an RL policy to

track reference footholds provided by trajectory optimization results in more accurate and

robust foot placement on sparse terrains. Jumping further extends the robots’ ability to

www.annualreviews.org • Real-World Successes of DRL in Robotics 7



cross gaps beyond their body length. For example, Yang et al. (47) trained a DRL policy to

generate trajectories with a model-based tracking controller handling the complex jumping

dynamics. Fall recovery is another essential skill, especially for automatic reset in real-world

RL (48, 53). Several works have trained DRL policies for fall recovery (29, 31, 48, 32, 41).

However, both jumping and fall recovery have only been validated on flat surfaces so far.

To effectively leverage agile locomotion skills for complex downstream tasks like park-

our (49, 50), it is crucial to develop multi-skill policies. Learning multiple skills jointly has

also been shown effective in fostering policy robustness (63). One approach is to create a

set of RL policies (51, 32, 50), each tailored to a specific skill, and then train a high-level

policy to select the optimal skill (32). Alternatively, a single policy can be distilled from

specialized skill policies through BC (50). To avoid the cumbersome procedure of training

multiple specialized policies, several works explored constructing a unified policy directly.

For instance, MoB (52) encoded various locomotion strategies into a single policy condi-

tioned on gait parameters. Cheng et al. (49) used a unified reward consisting of waypoint

and velocity tracking terms to learn diverse parkour skills. Fu et al. (42) showed that en-

ergy minimization led to smooth gait transitions. Motion imitation reward is another widely

used and unified approach for learning naturalistic and diverse locomotion skills (51, 40).

Remark on RL algorithms.We conclude the review on quadruped locomotion with

a remark on the RL algorithms used in the literature. The most mature DRL solutions for

quadruped locomotion followed the zero-shot sim-to-real transfer scheme, predominantly

using on-policy model-free RL, e.g., PPO (70), due to its robustness to hyperparameters.

Gangapurwala et al. (36) noted that on-policy RL could be less favorable when the action

space is temporally extended or deterministic control actions are preferred. Meanwhile,

researchers have explored few-shot adaptation and real-world RL, either model-free (48, 53)

or model-based (54), to update policies using real-world rollouts to further generalize policies

to novel situations without accurate simulation. However, most works along this line have

only been validated in limited lab settings. The state-of-the-art performance for real-world

fine-tuning (48) and learning from scratch (53) were achieved by using off-policy RL to

learn walking and fall recovery. However, the tested conditions remain limited compared to

mature zero-shot solutions.

4.1.2. Biped Locomotion. Compared to the quadruped case, the DRL literature on bipedal

locomotion is sparser, and the real-world capabilities demonstrated are more limited. We

confine the discussion to 3D bipedal robots, which can move freely in all spatial dimensions,

unlike 2D bipeds that are attached to booms and confined to 2D planar motion (71), for

their greater practical utility. The literature begins with walking on flat indoor surfaces (55,

57) and extends to walking on various indoor (56, 58, 27) and outdoor terrains (60, 62),

and under external forces (27, 58). Other demonstrated skills include stair traversal (59),

hopping (57), running (57, 63), jumping (63), and traversing obstacles and gaps (61). More

advanced skills have been showcased by industrial companies5, but no technical reports are

publicly available to reveal if RL was used in their demos. Notably, some of these works

deployed their locomotion policies on humanoid robots (56, 60, 62) while others on bipedal

robots without upper bodies (55, 58, 59, 27, 61, 63).

The DRL techniques for bipedal locomotion largely overlap with those for quadrupeds

but show three distinct trends due to the complex and under-actuated dynamics of bipeds.

5For example, Unitree (https://t.ly/s1FwW) and Boston Dynamics (https://t.ly/NaSaO)

8 Tang C., Abbatematteo B., Hu J., Chandra R., Mart́ın-Mart́ın R., Stone P.
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First, learning basic standing and walking skills is already challenging due to bipeds’ non-

statically stable dynamics (55). Thus, model-based approaches are frequently used to facil-

itate RL, either by generating reference gaits to guide RL (55, 58, 63) or handling low-level

control for high-level RL policies (60). Alternatively, Siekmann et al. (57) offered an end-

to-end solution with a reference-free periodic reward design based on periodic composition.

Second, the role of state and action memories was particularly noted (55), especially a com-

bination of both long- and short-term memories (63). Thus, most works adopted sequence

models in their policy architecture (63, 61, 55, 57, 59, 62). Third, almost all these policies

were zero-shot transferred from simulation. One exception is GAT (56), which collected

real-world samples to refine a simulator iteratively, enabling an NAO to walk on uneven

carpets. The limited real-world learning examples are likely due to bipeds’ limited recovery

capabilities, which hinder their resilience in trials, particularly their ability to auto-reset.

4.1.3. Quadrotor Flight Control. Flight control for unmanned aerial vehicles (UAVs), in

particular quadrotors, is another problem where DRL has shown compelling performance.

Hwangbo et al. (64) developed the first DRL quadrotor control policy that was successfully

validated on hardware for waypoint tracking and recovery from harsh initialization. Later

studies showed that carefully designed simulated dynamics, domain randomization (65),

and carefully designed action space, specifically collective thrust and body rates (66), can

facilitate policy robustness. Zhang et al. (67) applied RMA to train a robust near-hover

position controller adaptable to unseen disturbances. Eschmann et al. (68) introduced the

first off-policy RL paradigm for quadrotor control, capable of training a deployable control

policy within 18 seconds for waypoint tracking. In summary, DRL has demonstrated better

robustness than classical feedback controllers (e.g., PID) in hovering control (65, 67). How-

ever, DRL policies tend to have larger tracking errors than carefully designed optimization-

based controllers for waypoint tracking (64, 66). Yet the fundamental advantage of RL over

optimal control is it enables joint optimization for planning and control (21), making it an

ideal candidate for agile navigation such as racing (see Sec. 4.2).

4.1.4. Trends and Open Challenges in Locomotion. In summary, DRL has shown effective-

ness in synthesizing robust and adaptive locomotion controllers for challenging conditions.

DRL Techniques used for quadruped, biped, and flight control heavily overlap. For in-

stance, RMA (33), initially proposed for quadruped locomotion, has been adapted for both

biped (27) and quadrotor flight control (67). However, the maturity of DRL solutions varies

across domains. Quadrupeds can traverse various indoor and outdoor terrains via DRL,

while real-world bipedal locomotion skills achieved by DRL are more limited. For quadro-

tors, most tests remain confined to controlled, obstacle-free indoor environments. Hardware

accessibility is a contributing factor. The introduction of low-cost quadrupeds has spurred

quadruped research and led to open-sourced and unified software packages. Conversely,

the high cost of bipedal hardware limits extensive real-world testing, though recent ad-

vances in humanoid hardware are expected to boost biped research. More importantly, the

quadruped dynamics are inherently more stable, whereas bipeds and quadrotors are more

prone to catastrophic failures under control errors, imposing higher requirements on both

robustness and precision of control (63). High-speed quadrotor control in outdoor scenarios

with complex obstacles further requires the policy to ensure the long-horizon feasibility

of the closed-loop trajectories (72). End-to-end RL integrating long-horizon planning and

short-horizon control shows promise as a solution (7). In addition to ensuring long-horizon

www.annualreviews.org • Real-World Successes of DRL in Robotics 9



feasibility, integrating locomotion with downstream tasks (e.g., loco-manipulation) is an

exciting direction in general, but how to discover skills necessary for downstream tasks

remains an open question.

Key Takeaways

• DRL has enabled mature quadruped locomotion control; yet, the maturity of DRL-

based solutions for other locomotion problems is lower.

• Hardware accessibility is an important contributing factor. Low-cost and standard

hardware platforms would facilitate DRL development.

• The inherently complex dynamics of certain locomotion problems present funda-

mental challenges to the reliable deployment of DRL locomotion controllers.

• Even in the mature quadruped locomotion domain, open questions remain, such as

1) effectively integrating locomotion with downstream tasks via RL, and 2) enabling

efficient and safe real-world learning.

4.2. Navigation

Navigation focuses on the decision-making challenge in mobility: transporting an agent to

a goal location while avoiding collisions, typically assuming effective locomotion. As a fun-

damental mobility capability, navigation has an extensive history in robotics research (18).

“Classical” navigation approaches employ mapping, localization, and planning modules to

determine and execute a path to a goal. Planning is typically decomposed into global plan-

ning, which produces a coarse path, and local planning, which tracks the global plan and

handles collision avoidance. In this section, we delineate navigation works by embodiment:

wheeled, legged, and aerial navigation and identify capabilities enabled by RL in each

setting. Social navigation, where the robot navigates in the presence of humans, is deferred

to Sec. 4.5. Multi-robot navigation is similarly deferred to Sec. 4.6.

4.2.1. Wheeled Navigation. Navigation for wheeled robots, in particular, has a long his-

tory in robotics (18). We discuss several common wheeled navigation settings, including

geometric navigation, visual navigation, and offroad navigation.

Geometric Navigation. Early attempts aimed to verify RL’s capability in solving

navigation problems typically solved with modular classical approaches (73). These RL poli-

cies directly map 2D laser scans to control actions, unlike classical methods that construct

explicit maps from the laser scans. While showing promise, they often did not compare

against classical approaches or failed to outperform them (12). Some recent studies have

benchmarked such RL-based approaches and found them superior in challenging problems

with dense obstacles and narrow passages (74). Instead of replacing the entire navigation

stack with an RL policy, modular approaches replace specific components like the local

planner (75) or the exploration algorithm (76) with RL, enabling better performance than

classical baselines. However, these improvements were mainly observed in limited real set-

tings. Most commercially deployed systems still primarily adopt classical stacks, owing to

the lack of safety, interpretability, and generalization of RL-based methods (12, 74).

Visual Navigation. Visual navigation refers to problems where agents navigate to a

goal based on visual observations. The additional input and task complexity pose challenges

but enable agents to learn common strategies for navigating in similar environments (e.g.,
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Wheeled Navigation

Legged Navigation Aerial Navigation

Wheeled 73 , 74 , 75 , 76 ,

78 , 81 , 82 ,

85 , 88 , 89 ,

90 , 91 , 92 , 93

Legged 20 , 83 , 86 ,

87 , 94 , 95 ,

96 , 97 , 98 ,

99 , 100

Aerial 7 , 21 , 101 ,

102 , 103

Figure 3: Left: An overview of the three navigation problems reviewed in Sec. 4.2, including

wheeled navigation (74, 88, 92), legged navigation (97), and aerial navigation (21); Right:

Navigation papers reviewed in Sec. 4.2. The color map indicates the levels of real-world

success: Limited Lab , Diverse Lab , Limited Real , and Diverse Real .

homes), where structural patterns emerge in visual data. Goals are typically specified as

a point relative to the agent (termed pointgoal navigation) or as an image of a particu-

lar object (objectgoal or imagegoal). RL is also commonly applied to vision-and-language

navigation problems (77), though very little work has demonstrated these capabilities on a

real robot. Many works (78, 79) map visual observations to actions directly without map-

ping or planning modules. These end-to-end methods have achieved near-perfect results

on pointgoal tasks in visually realistic simulations (80). However, training such policies is

challenging due to the need for scene understanding, intelligent exploration, and episodic

memory. Their applicability for real-world navigation remains unclear, as they have mostly

been validated in limited real or lab settings. Other works have investigated modular de-

signs, e.g., using RL as a global exploration policy together with explicit mapping and local

planning (81, 82). They have outperformed both classical and end-to-end learning baselines

on pointgoal and imagegoal tasks. However, some challenges with such modular approaches

exist, such as dynamic obstacles, where end-to-end methods have shown promise (83).

Despite the plethora of RL works on visual navigation, most are limited to simulation.

While these simulators are typically constructed with real-world scans (77, 84), their trans-

ferability to the real world remains debatable. Some works reported poor transfer due to

visual domain differences (82), while others found success through parameter tuning (85),

abstraction of dynamics (86), or employing only depth images rather than RGB-D (83, 87).

Off-road navigation. Navigating off-road presents additional challenges due to the

dynamics and traversability of different terrains. Some methods tackled these challenges

with model-based RL to learn predictive models of events or disengagements (88), or utiliz-

ing demonstration data with offline RL (89). Success has also been achieved in high-speed,

off-road driving with model-based RL (90) and, recently, vision-based model-free RL (91).

Autonomous Driving. Autonomous driving extends wheeled navigation to full-size

passenger vehicles operating at higher speeds in more complex and safety-critical environ-

ments. RL has achieved limited real-world success for autonomous driving (8) with a few

examples under specific conditions. Kendall et al. (92) trained a lane-following policy by

learning to maximize its progress before the safety driver intervenes. More recently, Jang

et al. (93) trained a cruise control policy, where the policy command is wrapped by manu-
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ally specified thresholds to ensure safety. They deployed their policy onto 100 vehicles to

smooth traffic flow in a field test. Their work suggested a pragmatic approach to embed

RL into self-driving stacks and showed its potential benefits at the fleet level.

4.2.2. Legged Navigation. Legged navigation shares many challenges with wheeled naviga-

tion but also enables transversal of more complex terrains. Some have shown that robust

visual-legged navigation policies can be learned with low-fidelity kinematic-only simulation

for both indoors (83, 86) and outdoors (86, 94). The policies thus focus on kinematic-level

control while assuming effective low-level locomotion control during deployment. Truong

et al. (86) showed that this approach, in contrast to learning end-to-end policies with high-

fidelity simulation, facilitates faster simulation and improves policy generalizability. With

legged locomotion dynamics abstracted away, the approaches are similar to the wheeled

case, with the main challenge being the visual domain gap. Unsupervised representation

learning (83) and pre-trained vision models (94) have been used to facilitate robust visual

policies. For outdoor scenes, Truong et al. (87) zero-shot transferred policies trained in

well-established indoor simulators to outdoors, using goal vector normalization and camera

pitch randomization to bridge the indoor-to-outdoor domain gap. Sorokin et al. (94) used a

high-fidelity autonomous driving simulator and extracted visual features from a pre-trained

semantic segmentation model for robust sim-to-real transfer to sidewalk navigation.

While abstracting away low-level locomotion has advantages, it limits the system from

fully utilizing the agile locomotion skills endowed by advanced locomotion controllers. Re-

cent research has explored DRL frameworks integrating locomotion with navigation, achiev-

ing high-speed obstacle avoidance (100) and agile navigation over challenging terrains (e.g.,

stairs, gaps, and boxes) (20, 96) and through confined 3D space (98, 99). Particularly, Lee

et al. (97) demonstrated kilometer-scale navigation with a wheeled-legged robot in urban

scenarios, overcoming challenging terrains and dynamic obstacles. The integrated policy

network can be end-to-end, taking goal coordinates as input and outputting locomotion

commands (20, 99). He et al. (100) further introduced a recovery policy coordinated using

a learned reach-avoid value network. Alternatively, training efficiency can be improved with

hierarchical architectures, where a high-level policy governs pre-trained low-level locomotion

policies (95, 96, 97, 98). Despite the potential of integrating locomotion with navigation,

policy training could be costly and unstable due to the complex low-level dynamics together

with the long-horizon nature and sparse rewards of the navigation tasks (20, 96). Classical

planning algorithms are often used for generating local waypoints to reduce the navigation

horizon and synthesizing feasible paths to guide initial training (97).

4.2.3. Aerial Navigation. ompared to wheeled and legged robots, aerial vehicles such as

quadrotors are more fragile, requiring higher robustness and safety in navigation policies.

The weight and power constraints of quadrotors also limit the use of sophisticated sen-

sors. Several works have explored DRL-based aerial navigation using low-cost monocular

cameras (101, 102). Sadeghi et al. (101) leveraged visual domain randomization to achieve

zero-shot sim-to-real transfer for indoor aerial navigation. Kang et al. (102) showed the

values of 1) task-specific pre-training in simulation for learning generalizable visual repre-

sentation and 2) the use of real-world data for learning accurate dynamics (79). Similar to

quadruped navigation, DRL has been used to develop end-to-end navigation and locomo-

tion policies for agile aerial navigation. Kaufmann et al. (7) achieved human champion-level

performance in drone racing. A key recipe behind their success was augmenting simulation
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with data-driven residual models of the drones perception and dynamics. Their subse-

quent study (21) showed that RLs advantage over model-based methods lies in its ability

to directly optimize the long-horizon racing task objective. However, DRL-based policies

are still less robust than human pilots, limiting their operational conditions. Integrating

actor-critic RL with differential MPC has shown promise in enhancing robustness (103).

4.2.4. Trends and Challenges in Navigation. RL has shown potential for various sub-

modules of navigation systems, such as local planning (75, 104) and global explo-

ration (76, 81, 82), and for constructing end-to-end navigation solutions (74). However,

RL-based solutions for navigation lack the generalization, explainability, and safety guaran-

tees of classical systems and thus have not seen widespread real-world deployment (12, 74).

In visual navigation, model-free, end-to-end policies show promise for structured in-

door environments like homes (105), while modular architectures boost performance with-

out sacrificing guarantees and generalization (81, 82). Striking the right balance between

learned and classical modules remains an open challenge. Hybrid approaches may be

promising, for example, leveraging implicit map-like representations learned by end-to-

end approaches (106), or using differentiable scene representations (107) to enable RL with

algorithmic structure. RL-based vision-and-language navigation (77) is relatively under-

explored in real-world settings but promising given the recent advances in vision-language

models.

In legged navigation, abstracting away low-level dynamics has been shown to facilitate

sim-to-real transfer for navigation (86). For agile legged and aerial navigation, where low-

level complexity is unavoidable, jointly learning navigation and locomotion yields promising

results (100, 20, 96, 7). Yet, involving locomotion complicates the training of long-horizon

navigation policies, which requires future developments to stabilize learning.

Finally, learning navigation (collision avoidance, in particular) for safety-critical sys-

tems, like urban autonomous vehicles and drones, is challenging due to stringent robustness

requirements in perception and control. These domains have seen fewer real-world successes

as a result. Real-world data can help improve simulation fidelity for this purpose (7, 21, 103),

though establishing guarantees on their performance remains difficult.

Key Takeaways

• While end-to-end RL excels at visual navigation in simulation, most real-world

successes deploy modular designs and learn components of the navigation stack.

• Integrating RL into these modular architectures, e.g., for local planning or semantic

exploration, is a promising avenue.

• Recent work reasoning jointly about navigation and locomotion enables agile legged

and aerial navigation, yet how to learn long-horizon navigation stably and efficiently

with low-level control in the loop remains an open challenge.

• Safety-critical applications like urban autonomous driving or outdoor drone flight

have seen few real-world successes due to the higher requirements for robustness

and the lack of explainability and generalization on the part of RL algorithms.
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Figure 4: Top: An overview of the four manipulation problems reviewed in Sec. 4.3, includ-

ing pick-and-place (108), contact-rich manipulation (130), in-hand manipulation (141), and

non-prehensile manipulation (145); Bottom: Manipulation papers reviewed in Sec. 4.3.

The color map indicates the levels of real-world success: Limited Lab , Diverse Lab ,

Limited Real , and Diverse Real .

4.3. Manipulation

Manipulation refers to an agent’s control of its environment through selective contact (19).

To perform useful work in the world, robots require manipulation capabilities such as pick-

and-place, mechanical assembly, in-hand manipulation, non-prehensile manipulation, and

beyond. Manipulation poses several challenges for both analytical and learning-based meth-

ods (11), as the mechanics of contact are complex and difficult to model, and open-world

manipulation requires strong generalization and fast online learning. RL is well-suited to

these challenges, but manipulation poses fundamental difficulties for RL: large observation

and action spaces make real-world exploration prohibitively time-consuming and unsafe;

reward function design requires domain knowledge; tasks are often long-horizon; and in-

stantaneous environment resets are usually unrealistic in real-world tasks. Despite these

challenges, DRL has achieved notable successes in manipulation recently.

In this subsection, we review progress in several manipulation capabilities enabled by

DRL, following the outline from Mason’s seminal review (19): pick-and-place, contact-

rich manipulation, in-hand manipulation, and non-prehensile manipulation. See

Figure 4 for an overview of the papers reviewed in this subsection. Note that this subsection

focuses on stationary manipulators, and we defer mobile manipulation to Sec. 4.4.

4.3.1. Pick-and-place. Picking and placing objects is a longstanding challenge in manipu-

lation, requiring the ability to perceive objects, grasp them, determine appropriate place-

ments, and generate collision-free motion. Structured pick-and-place, in which the environ-

ment is engineered to reduce complexity and objects are known a priori, is well-understood

and widely deployed in manufacturing contexts. Open-world, unstructured pick-and-place—

rearranging arbitrary objects in the wild—remains a challenge. In recent years, more tra-
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ditional robotic approaches have seen success in industrial applications like fulfillment,

employing machine learning for object detection and grasping but deferring control to an-

alytical methods (19). While pick-and-place tasks serve as a common testbed for new RL

algorithms (115, 116, 117, 118, 119, 54), end-to-end RL methods still lack the ability to pick

and place novel objects in the open world with generality. However, modular approaches,

such as solving grasping with RL, have enabled some real-world successes. We will review

RL-based solutions to the subproblem of grasping and then discuss end-to-end RL methods,

omitting a discussion of motion generation for which RL is not commonly used.

4.3.1.1. Grasping. Grasping objects is a fundamental capability essential for pick-and-

place and other downstream tasks, such as in-hand manipulation and assembly. Some of

the first large-scale successes of DRL for manipulation were in grasping objects with un-

known geometry and appearance (108). Where analytical methods had achieved grasping

of known objects using taxonomies and databases, these works leveraged thousands or mil-

lions of grasp attempts to learn grasping behaviors through interaction. Many works frame

grasping as a bandit or classification problem, where the action space consists of discrete

grasp candidates and the picking motion is executed open-loop (108, 109). These meth-

ods commonly employ sparse rewards that indicate success when an object is lifted and

collect data in a self-supervisory manner. Similar systems have been reportedly integrated

into fulfillment applications6 with diverse objects. Closed-loop grasping—controlling the

end-effector pose and/or fingers directly to achieve stable grasps—can be formulated as a

sequential decision-making problem and solved with RL. While some successes have been

seen (110, 111, 112), closed-loop grasping remains challenging due to the additional com-

plexity of learning vision-based closed-loop control, and such systems have not seen the

same level of real-world success as open-loop ones. In both closed- and open-loop grasping,

while some works exclusively collect real-world data (109, 110, 112), the common recipe is

to use simulation for data collection (108) or policy training (111), often employing domain

adaptation to ensure visual similarity between the simulator and real world.

4.3.1.2. End-to-end Pick-and-place. Learning general-purpose pick-and-place in the

open world remains daunting for end-to-end RL, owing to the sheer variety of objects and

tasks and the limited generalization of current algorithms. This variety also precludes the

common sim-to-real recipe successful in other domains like grasping and in-hand manipula-

tion, where tasks and objects can be enumerated during training. Nonetheless, some major

milestones in end-to-end pick-and-place have been observed: Levine et al. (113) demon-

strated the potential of deep visuomotor policies; Riedmiller et al. (119) demonstrated

pick-and-place manipulation with a hierarchical policy trained in the real world; and Lee

et al. (116) achieved stacking of diverse objects through sim-to-real transfer. Augmenting

the action space with primitives (123) can help in reducing the task horizon and is a natu-

ral means to incorporate human engineering. Recent work leveraging large vision-language

models shows promise in handling open-ended diverse objects and task objectives specified

by natural language (124). The potential of RL to solve this longstanding challenge is only

now coming into focus with emerging large-scale robotic datasets and foundation models.

Despite not yet achieving widespread success in real-world deployments, many important

RL innovations have been demonstrated in pick-and-place problems, addressing challenges

6See examples from Ambi Robotics (https://t.ly/tSds_) and Covariant (https://t.ly/S5pnz).
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such as multi-task learning (114, 115, 125), sample efficiency (54), defining and computing

reward (120, 121), resetting the environment (117), and utilizing human demonstrations or

offline data (122, 116, 124).

4.3.2. Contact-rich Manipulation. While pick-and-place tasks are often assumed to be

strictly kinematic, contact-rich tasks like mechanical assembly (e.g., peg insertion), inter-

acting with articulated objects (e.g., opening doors), and manipulating deformable objects,

require reasoning about dynamics and relaxing the rigid-body assumption of the objects.

We discuss several contact-rich tasks where RL has advanced the state of the art: assembly,

articulated object manipulation, and deformable object manipulation.

4.3.2.1. Assembly. Assembly tasks are crucial in manufacturing, and automating them is

a longstanding challenge in robotics. Existing industrial solutions tend to rely on extensive

engineering of the environment and robot motions, resulting in behaviors sensitive to small

perturbations and costly to design. Assembly is challenging for RL due to the difficulty

in controlling contact-rich interactions and the stringent requirements for accuracy and

precision, coupled with the need to handle diverse object parts. While RL has not seen

widespread deployment in industrial contexts, some notable successes have been observed

in recent years. Many approaches employ sim-to-real transfer to achieve assembly (130),

though some train policies directly in the real world (126, 127, 128, 129), typically leverag-

ing human demonstrations. Luo et al. (128) notably compare against solutions provided by

integrators and find their RL-based policies more robust to perturbation. A common strat-

egy among approaches to assembly is using residual RL (126), in which a residual policy

is learned on top of a reference trajectory. Most works assume that the object is already

grasped before assembly. By contrast, Tang et al. (130) present a sim-to-real RL frame-

work for the entire assembly pipeline, including object detection, grasping, and insertion,

achieving diverse assembly tasks by leveraging recent advances in contact simulation and

developing algorithmic advances for sim-to-real transfer.

4.3.2.2. Articulated Objects. Some limited successes have been observed in constrained

manipulation tasks like opening drawers. Most commonly, these tasks are used to demon-

strate RL capabilities without dedicated efforts to realize practical deployment (122, 131).

Other works target this class of skills in particular (132, 133) with limited success.

4.3.2.3. Deformable Objects. Deformable objects, such as cloth, present additional chal-

lenges owing to the difficulty in accurately modeling soft materials. Tasks like cloth fold-

ing (134, 135, 136) and assistive dressing (137) have thus received considerable attention in

RL. These works often employ sim-to-real transfer (134, 136, 137), and often simplify the

tasks using primitives such as pick-and-place (135) and flinging (136).

In summary, open-world contact-rich manipulation inherits the challenges of unstruc-

tured pick-and-place (namely, generalization to novel objects and tasks) and the additional

challenge of controlling contact-rich interactions. Nonetheless, some successes have been

demonstrated in contact-rich tasks, particularly assembly and deformable objects, where

tasks are predefined, objects are enumerable, and rigid grasps are usually assumed.

4.3.3. In-hand Manipulation. Humans exhibit many in-hand manipulation behaviors, re-

orienting and re-positioning objects to facilitate downstream manipulation. Impressive

16 Tang C., Abbatematteo B., Hu J., Chandra R., Mart́ın-Mart́ın R., Stone P.



strides in the development of these capabilities have been made with DRL in recent years,

allowing agents to learn such complex in-hand manipulation behaviors with impressive

generalization. Several works focused on re-orienting single objects to target configura-

tions (138, 139), employing pose estimation modules trained in simulation or using pro-

prioception alone (143). Nagabandi et al. (140) similarly demonstrated rotating Baoding

balls with model-based RL. While showing impressive dexterity, these works focus on ma-

nipulating known objects (e.g., a given cube) with low-dimensional observations. Recent

methods leveraging vision and/or tactile data have demonstrated rotating arbitrary objects

about arbitrary axes (141), even against gravity (142, 144). These approaches employ ex-

tensive domain randomization and typically leverage privileged information (e.g., object

shape information, dynamic properties) and dense rewards when training in simulation.

An open challenge is integrating these in-hand manipulation skills with other manipulation

abilities (e.g., tool use), which require re-orientation to a target configuration suitable for

a downstream task.

4.3.4. Non-prehensile Manipulation. Non-prehensile manipulation, namely moving objects

without grasping, is crucial when objects are too large to be grasped, grasps are occluded,

or in tool use. Object pushing abilities have long been demonstrated with RL (118), and

studied in connection to grasping (109, 145). Recently, general non-prehensile re-orientation

of diverse objects has been enabled through sim-to-real transfer of RL policies (146, 147).

Similar to in-hand manipulation, learning with privileged information (i.e., object geome-

try) before distilling a student policy is a common approach. Further work is warranted to

integrate these skills with prehensile and in-hand behaviors and to develop extrinsic dex-

terity, where the environment is used to facilitate manipulation. How to synthesize these

capabilities for general-purpose, open-world manipulation remains an open question.

4.3.5. Trends and Open Challenges in Manipulation. RL is beginning to achieve real-world

success in various manipulation problems. Generally, RL has been more successful in do-

mains where the space of tasks is more constrained—grasping, in-hand manipulation, and

assembly—rather than less, e.g., end-to-end pick-and-place. These more constrained tasks

allow for a priori reward design and zero-shot sim-to-real transfer, whereas open-world pick-

and-place and contact-rich manipulation require generalizing to diverse objects and tasks.

The limitations of physical simulation may also preclude scaling sim-to-real for contact-rich

tasks. Differentiable simulation has shown promise for this challenge (148). Open-world

manipulation will require several advances, including scaling collections of simulated assets

and tasks; few-shot sim-to-real (131); multi-task learning (114, 125); learning autonomously

in the real world (120, 117, 54); learning reward functions from examples (120) or human

videos (121); and utilizing human demonstrations (127), offline data (122) and founda-

tion models (124). Incorporating priors, such as symmetry (112) and geometry (149), is

promising for improving sample efficiency, generalization, and safety. Learning more com-

plex behaviors, e.g. bimanual (150) or dynamic tasks like table tennis (151), is another

important avenue for future work (11, 19).

Additionally, action spaces are typically chosen by domain experts to match each prob-

lem at hand. Open-loop grasping tends to employ an abstraction of motion generation for

reaching and closing the fingers, whereas closed-loop grasping, assembly, and end-to-end

pick-and-place methods typically control the end-effector Cartesian pose or velocity. Most

in-hand manipulation approaches control the fingers in configuration space, keeping the
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end-effector itself in a fixed position. Equipping one agent with these various manipula-

tion abilities remains an important challenge for deploying capable manipulators in the real

world. Moreover, many of these real-world successes are demonstrated on short-horizon

tasks; further work is warranted to build agents that can reason over longer periods of time

and compose learned abilities together to solve long-horizon tasks (11, 123, 132, 152, 153).

Key Takeaways

• RL solutions for manipulation are generally less mature than locomotion, with

few deployments in the wild, yet there exist many impressive demonstrations in

representative real-world conditions.

• Manipulation subproblems where tasks can be enumerated a priori—e.g., grasping,

in-hand manipulation, assembly—allow for zero-shot sim-to-real transfer, facilitat-

ing many of the real-world successes.

• Integrating manipulation subfields and connecting with task planning to build a

generally competent manipulator remains an open challenge.

4.4. Mobile Manipulation

Mobile manipulators are robotic agents combining mobility and manipulation competen-

cies, unlocking applications in households, healthcare, and logistics. Mobile manipulation

(MoMa) problems present unique challenges requiring more than a simple concatenation of

locomotion and manipulation, including the need to control and synchronize many degrees-

of-freedom governing multiple body components (e.g., head, arm(s), and base/legs), strong

partial observability and tasks with a natural long horizon. DRL has been applied to tackle

various types of MoMa tasks, including 1) learning precise, real-time whole-body control;

2) learning object perception and interaction in short-horizon interactive tasks; and 3)

high-level decision-making in long-horizon interactive tasks. In this section, we review

works addressing these three problems summarized in Figure 5.

4.4.1. Learning Whole-Body Control. The common goal in whole-body control (WBC) for

mobile manipulators is to determine an action or sequence of actions for all degrees of free-

dom of the body to reach a desired configuration, possibly fulfilling additional constraints.

Frequently, the desired configuration is specified as the desired position or pose of one or

more of the links of the agent, e.g., the desired pose of the end-effector (154, 155, 156, 157).

While there exist model-based analytical methods for whole-body control in advanced con-

trol theory literature (158), DRL has been explored as a powerful alternative in situations

where either the system dynamics are hard to model (e.g., leg-ground contact, slippery

wheels, unknown manipulator dynamics), or when the inference-time computation is con-

strained—a frequent problem in MoMa tasks due to the robot embodiment’s complexity.

For example, Wang et al. (154) and Fu et al. (156) learned whole-body policies that enable a

wheeled mobile manipulator and a quadruped with an arm to reach points in 3D space with

their end-effector. Ma et al. (155) learned a locomotion policy robust to random wrench

perturbation and used an MPC planner to control the arm for point reaching.

Typically, whole-body control problems focus on precise control of the end-effector with-

out taking into account the agent’s surroundings: the policy takes proprioceptive sensing
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as the observation and tries to minimize the difference to the desired configuration. No-

tably, recent works have explored how to integrate low-level whole-body control skills into

hierarchical RL architectures (159, 160, 161), where the higher level perceives the surround-

ings and queries a low-level whole-body skill with the right desired pose as the goal. This

extends the success of DRL in learning WBC to more complex interactive MoMa tasks.

4.4.2. Short-horizon Interactive Tasks. Short-horizon interactive tasks often focus on learn-

ing specific sensorimotor skills that require no memory or planning capabilities. Many works

have explored applying DRL to these short-horizon tasks, including grasping (162, 163, 161),

ball kicking (164, 160), collision-free target tracking (165, 166, 167), interactive naviga-

tion (168), and door opening (169, 170). Notably, Ji et al. (160) used hierarchical RL to

learn soccer kicking skills, where a high-level policy generates the desired end-effector tra-

jectory executed by a low-level policy. Hu et al. (165) improved the training efficiency by

deriving a low-variance policy gradient update through action space decomposition. Cheng

et al. (171) learned separate skills for locomotion and manipulation on a quadruped in simu-

lation and chained different skills using a behavior tree. Ji et al. (164) learned a whole-body

dribbling policy in simulation, transferring it zero-shot to the real world using extensive

domain randomization in visual input and simulation parameters. Liu et al. (161) learned

grasping policies via hierarchical RL and teacher-student distillation, where an image-based

student policy is distilled from a state-based teacher policy. Interactive tasks require policies

to make decisions based on sensor observations of their surroundings. Therefore, the policy

usually takes in high-dimensional observations such as camera or lidar readings (Table 2).

Meanwhile, these tasks often involve hard-to-model dynamics such as contact forces or ar-

ticulated object motion, making model-free RL an appealing alternative both to classical

methods and to model-based RL (Table 4).

4.4.3. Long-horizon Interactive Tasks. For a mobile manipulator to function in unstruc-

tured environments such as offices (172), homes, or kitchens (173), it needs to handle tasks

with long horizons and strong partial observability. However, end-to-end RL struggles on

long-horizon tasks due to the difficulty of exploring the state-action space to find success-

ful strategies, requiring many samples to train. Partial observability is also challenging for

DRL as it requires complex network architectures that can encode observation history (e.g.,

RNNs or LSTMs) or some other mechanism to aggregate observations and model the envi-

ronment (e.g., mapping or 3D reconstruction). One possible way to mitigate this issue is

to make use of expert demonstrations or simulation data to bootstrap the learning process.

For instance, Herzog et al. (172) exploited simulation data and scripted policies to speed up

the training process for off-policy RL in a waste sorting task. Another promising direction

is to take a divide-and-conquer approach by sequentially chaining short-horizon interactive

skills through planning (173) or hierarchical RL (159). Overall, solving long-horizon inter-

active tasks using DRL is an open challenge and under-explored area, but solving this type

of task is necessary to create truly capable household and human-assistant robots.

4.4.4. Trends and Open Challenges in Mobile Manipulation. Thanks to the generalization

of humanoids and other robot embodiments, and the advances in locomotion and stationary

manipulation, DRL for MoMa is a growing field with increasing research attention. Based

on our analysis, we infer some trends and open questions. First, compared to stationary

manipulation, MoMa tasks have a significantly larger workspace, making safe real-world ex-
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Figure 5: Top: An overview of the three MoMa challenges discussed in Sec. 4.4, including

whole-body control (154, 156) (WBC) and short- (163, 171) and long-horizon (159, 173)

interactive tasks; Bottom: MoMa papers reviewed in Sec. 4.4.Color map indicates levels

of real-world success: Limited Lab , Diverse Lab , Limited Real , and Diverse Real .

ploration challenging. As such, existing works mainly perform training in simulations where

safety is not a concern (Table 3). In the rare occurrences of real-world RL, strong domain

knowledge, e.g., in the form of motion priors (170, 162) and/or demonstrations (170, 172), is

used to enable safe and efficient exploration. Plus, MoMa’s large workspace demands a more

sophisticated form of memory and scene representation. Representations that work well for

navigation often fail to capture the dynamic characters in manipulation. While advances in

sample efficiency, memory, and safe real-world RL promise new opportunities, scaling them

to the open-worldness and vast workspaces inherent to MoMa remains challenging.

Second, mobile manipulators have very diverse morphologies compared to other types

of robots, including wheeled robots with arms (172, 165, 169, 166, 154, 162, 163, 173, 170),

quadrupeds with arms (155, 156, 161, 159), humanoids (157), and even quadrupeds using

their legs for both locomotion and manipulation, i.e., loco-manipulation (160, 164, 171, 168).

Each morphology brings unique challenges and opportunities. For example, wheeled mobile

manipulators are easier to model and generally more kinematically stable, facilitating learn-

ing only for the manipulation component, while legged mobile manipulators can traverse

uneven terrains but are harder to control, even for simple navigation phases. New research

in both morphology-agnostic and morphology-specific RL methods is necessary for MoMa.

Third, perhaps due to the diverse morphologies, very diverse choices of action spaces

are observed in the MoMa literature (Table 1), including direct joint control (165, 41, 169),

task-space control with classical model-based (166, 163), task-space control with learned

low-level controllers (171, 160, 159), and even factored actions that only controls a part of

the embodiment (155, 166). Choosing the right action space is crucial for performance, as

it affects the temporal abstraction levels and robot controllability. Yet, there is currently

no principled way to select the appropriate action space for the diverse set of MoMa tasks.

Key Takeaways

• DRL has achieved initial success in mobile manipulation, in particular on short-

horizon tasks, especially by leveraging training in simulation.
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• Defining a suitable action space is critical for RL in MoMa, especially given the

diversity in the morphologies of existing MoMa systems.

• The successes notwithstanding, existing methods are still insufficient for tackling

multi-tasking, representing long-term memory, and performing safe exploration in

the real world, providing opportunities for future improvements.

4.5. Human-Robot Interaction

In this subsection, we review works where DRL has been applied to human-robot interaction

(HRI)—on robotic systems for use by or with humans. While HRI tasks can have varying

objectives and involve robots with distinct morphology, the presence of humans introduces

shared challenges, including safety, interpretability, and human modeling, that distinguish

HRI from other robot problems not involving humans. Notice that this section focuses on

robotic systems with HRI competencies (i.e., interact with humans during task execution),

whereas works that only involve humans during training are out of the scope of this section.

HRI tasks can be broadly classified into three main categories: collaborative physical

HRI (pHRI), where the robot and humans physically collaborate with a shared objective;

non-collaborative pHRI, where the robot and humans share the same physical space but

have distinct objectives; and shared autonomy, where humans act as teleoperators, and

the robot autonomously interprets and executes the teleoperation command. In this section,

we review works from these three categories. Figure 6 summarizes the papers reviewed.

4.5.1. Collaborative pHRI. The most intuitive type of HRI arises when a robot and a human

physically collaborate toward accomplishing a shared goal—a common theme for service

robots that assist humans in household activities. For example, Ghadirzadeh et al. (174)

tackled the collective packaging task, where recurrent Q-learning is combined with a be-

havior tree to minimize the packaging time of a human worker. Christen et al. (175, 176)

focused on object hand-over from a human to a robot, using RL to learn a simulated human

hand-over policy and a robot policy to grasp the objects handed over by the human. No-

ticeably, existing works for collaborative pHRI share a similar procedure: learning a human

model from pre-collected data to train a robot policy in simulation. This similarity is likely

due to the high cost of collecting online interactions for collaborative tasks, which require

continuous human attention and physical response to the robot’s behavior.

4.5.2. Non-collaborative pHRI. In non-collaborative pHRI tasks, a robot operates along-

side humans in the same physical space but with different objectives. A representative

example is social navigation where a robot navigates through crowded environments. Chen

et al. (177) trained a robot for social navigation in simulation, where a hand-crafted re-

ward is used to encourage socially compliant behavior, and zero-shot transferred the policy

to a real-world corridor. Everett et al. (178) expanded on this work to incorporate hu-

man motion histories into decision-making by modeling the value network with an LSTM.

Liang et al. (179) developed a high-fidelity simulator of human motions to train navigation

policies taking lidar scans as inputs, and demonstrated reliable sim-to-real transfer capa-

bilities. Hirose et al. (180) learned navigation policies alongside humans in the real world.

A residual Q-function is learned on top of an offline pre-trained Q-function to generate

adaptive behavior on the fly. Unlike collaborative tasks, humans do not actively participate
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Figure 6: Top: An overview of the three types of HRI tasks discussed in Sec. 4.5, including

collaborative (175) and non-collaborative (177) pHRI tasks, and shared autonomy (184);

Bottom: Papers reviewed in Sec. 4.5. The color map indicates the levels of real-world

success: Sim Only , Limited Lab , Diverse Lab , and Limited Real .

in the robot’s activities in non-collaborative tasks, making it easier to hard-code human

behaviors (177, 178, 179) or train in the real world (180), resulting in successful real-world

implementations. Aside from social navigation, Liu et al. (181) considered manipulation

while avoiding collision with humans, where an action space transformation is conducted

to ensure safe exploration in RL.

4.5.3. Shared Autonomy. Shared autonomy is an HRI paradigm that does not involve phys-

ical contact between humans and robots. Instead, the robot takes actions to complete tasks

based on human instructions such as keyboard control or language commands. In this

setting, RL can be used to learn a policy that conditions on human inputs and generates

robot actions that optimize some external task rewards or constraints while aligning with

the user instructions. For instance, Reddy et al. (184) tackled the quadrotor perching task,

where a Q-function is learned based on task reward, and the robot chooses actions that

are close to the user input and above a preset task value threshold. Schaff et al. (185)

formulated shared autonomy for simulated quadrotor control as a constrained optimization

problem, where a residual RL policy is learned to minimally change the human input policy

while satisfying a set of task-invariant constraints. More recently, advances in NLP have

opened up the possibility for shared autonomy through natural language instructions. For

example, Nair et al. (183) learned a language-conditioned policy for table-top manipulation

using model-based RL on a pre-collected dataset with hand-labeled language instructions.

4.5.4. Trends and Open Challenges in HRI. Despite the importance of HRI for household

robot applications, RL has seen fewer successes in HRI compared to other robotics domains

like locomotion and manipulation. A primary challenge for applying RL to HRI problems

is properly incorporating human or human-like priors into the training process, which can

often be non-markovian, have limited rationality, and are often costly to collect. Existing

works have primarily tackled this challenge in three ways. First, a straightforward approach

is to train the policies directly in real-world environments alongside humans. However, this

approach presents significant challenges to the sample complexity of the algorithm since

collecting real-world interaction data is costly, especially when humans are actively involved.
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As such, works using this approach either focus on simple tasks (182) or rely on pretraining

to derive a good initial policy and reduce sample complexity (180). Second, an alternative

to avoid costly real-world learning is to learn a reasonable human model to simulate humans

during training. This approach is particularly appealing in domains where human actions

are fairly easy to model, such as shared autonomy, where a human policy can be learned by

imitating a set of human actors (185, 184). In tasks where human actions are more complex,

human models have been created using motion capture (174, 181), crowd-sourcing (183),

and RL (175). Third, when human behaviors are simple, human models can be directly

hardcoded using domain knowledge (177, 178, 179), and be incorporated either as parts

of the simulation or as behavioral constraints. Although this approach is not scalable and

inapplicable for many tasks, these simplified human models can serve as a useful source for

pretraining to improve sample efficiency for real-world learning.

Overall, two promising future directions emerge: first, developing safe and sample-

efficient RL algorithms to enable direct real-world RL, possibly by leveraging known human

behavior models; second, building high-fidelity human behavior simulation to bridge sim-

to-real gaps for zero-shot sim-to-real transfer. Future advances in these directions promise

to broaden the application of RL to HRI problems significantly.

Key Takeaways

• Compared to other robotics domains, DRL has achieved limited success in HRI,

especially on tasks that require the robot to collaborate with humans physically.

• A key challenge for applying RL to HRI lies in collecting realistic interactive experi-

ences with humans, which can, in principle, be obtained by either directly training

in the real world or by building high-fidelity human models for simulations.

• Existing works have explored both approaches in simple tasks. However, whether

and how we can scale up these approaches to more difficult tasks remains unclear.

4.6. Multi-Robot Interaction

Multi-robot interaction is often solved as a MARL problem, which, in the most general

case, is described using a partially observable stochastic game (POSG) with distinct reward

functions and action and observation spaces, although most cooperative real-world problems

model the problem as Decentralized POMDPs. We highlight three real-world domains where

DRL has been successfully applied to learn multi-robot interaction: collision avoidance

and navigation, multi-agent loco-manipulation, and robot soccer.

4.6.1. Multi-Agent Collision Avoidance. Chen et al. (186) and Everett et al. (187) model

a Dec-MDP in which the policy takes the state vector consisting of positions, velocities,

and radii of all the robots as input to predict the velocities for each robot. The policy is

preconditioned via finetuning using ORCA (188). The reward function is sparse, consist-

ing of a goal-reaching reward and collision penalties. These works successfully developed

collision-avoidance policies in simulation and showcased hardware results on aerial and

ground robots. The multirotors used onboard sensors and controllers to execute maneuvers

suggested by the policy. The ground robot, equipped with affordable onboard sensors (under

1000 USD), was able to navigate through pedestrian traffic, effectively avoiding collisions

despite imperfect perception and diverse pedestrian behaviors unseen during training.
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Figure 7: Top: An overview of the three representative multi-robot interaction domains

reviewed in Sec. 4.6, including multi-robot collision avoidance (189), multi-robot manipula-

tion via locomotion (192), and robot soccer (193); Bottom: Multi-robot interaction papers

reviewed in Sec. 4.6. See the caption of Fig. 2 for color map description.

Other works (189, 190) have also modeled the problem as a Dec-MDP with the objective

of time-to-goal minimization. These methods differ from the previous approaches in multiple

respects. First, the policy takes raw lidar scans as input instead of the states of the other

agents and thus does not depend on precise sensing and perception. Second, they do not

precondition or finetune the policy using ORCA but instead employ curriculum learning

and a dense reward function to facilitate training. Third, to deal with more complex multi-

agent scenarios, it utilizes a hybrid controller to swap out the learned policy with a classical

controller instead of restricting the other robots’ motion via constant linear velocity models.

Finally, Sartoretti et al. (191) used DRL to prevent agents from blocking each other in

multi-agent pathfinding problems. A “blocking penalty” is applied when an agent reaches

its goal but prevents another agent from doing the same. This strategy, combined with

imitation learning and environment sampling, expedites convergence. The algorithm was

tested on a small fleet of autonomous ground vehicles in a factory floor mock-up.

4.6.2. Multi-Agent Loco-Manipulation. We highlight a recent result (192) in multi-agent

manipulation via locomotion (i.e., loco-manipulation). This involves multiple robots using

movement to manipulate objects or interact with environments. Nachum et al. (192) focus

on enabling multiple quadrupeds to perform complex tasks like manipulation and coor-

dination using model-free RL. A significant challenge in applying RL to coordination or

manipulation tasks with multiple legged robots is the complexity of interactions between

agents or between agents and objects, which usually requires extensive real-world trial-and-

error learning. To address this, this work employs a hierarchical sim2real approach demon-

strating zero-shot sim-to-real transfer for object avoidance and targeted object pushing.

Additionally, the work showcases a multi-agent scenario where two quadrupeds coordinate

to move a heavy block to a specified location and orientation, illustrating the potential of

using locomotion for coordinated multi-agent manipulation.

4.6.3. Robot Soccer. RL has also been successful in real physical soccer-playing robots in

the RoboCup Standard Platform League. Many of these works focus on training a policy

for a single robot, which is then transferred to multiple robots. See Sec. 4.1 and Sec. 4.4 for
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discussions on these works focusing on single-robot competencies for robot soccer. A recent

work (193) further applied RL to learn a variety of dynamic and complex movement skills

like walking, turning, kicking, and rapid recovery from falls in 1v1 robot soccer play. The

agents learn to apply skills appropriately via self-play and showcase sophisticated multi-

agent competencies such as opponent interception.

4.6.4. Trends and Open Challenges in Multi-Robot Interaction. One of the most significant

challenges in multi-agent systems is managing the complexity and scalability of the systems

as the number of agents increases. This challenge is evident in multi-agent manipulation

via locomotion and robot soccer, where the increase in team size exponentially escalates

the complexity of the interactions. The transition from controlled, simulated environments

to unpredictable real-world conditions remains a formidable challenge. Although promising

results have been shown in domains like collision avoidance, the variability in real-world

dynamics, such as sensor inaccuracies, unexpected obstacles, and dynamic human interac-

tions, often degrades system performance. Next, while RL has provided impressive results in

learning complex behaviors autonomously, integrating these learned behaviors with classical

control methods is an increasingly popular area of research. Finally, the ability of multi-

robot systems to generalize across different tasks and environmental conditions presents a

substantial opportunity for research.

Key Takeaways

• Current state-of-the-art in RL-based multi-robot interaction is limited to coopera-

tive settings with identical reward functions, action spaces, and observation spaces.

• Predominantly, DRL in multi-robot settings is applied to collision avoidance among

ground robots (as compared to manipulation via locomotion and robot soccer).

• Critical research areas moving forward include dealing with (i) communication and

networking between agents, (ii) convergence and stability, (iii) scalability, (iv) gen-

eral non-cooperative settings, (v) different robot morphologies and applications.

5. General Trends and Open Challenges

We conclude this survey by summarizing the patterns behind current real-world successes

in robotics achieved with DRL and the characteristics of those less successful cases. Over-

all, more mature solutions (i.e., L3-4) have often followed the zero-shot sim-to-real transfer

scheme (Table 3), which works particularly well for locomotion and navigation. The dy-

namics involved in these competencies, especially terrestrial locomotion and navigation,

are relatively stable and easy to simulate. Dense and shaped rewards, which simplify ex-

ploration and improve sample efficiency, have also been effective (Table 2), leading to the

predominant use of stable and robust model-free, on-policy algorithms in these domains

(Table 5). The sim-to-real scheme has been successful for manipulation problems in which

dense reward functions can be designed a priori (e.g., grasping, assembly, in-hand, non-

prehensile manipulation), but less so in tasks with more diversity (e.g., pick-and-place).

The community has been striving to explore alternative solutions that do not require sim-

ulation (Table 3) or reward shaping (Table 4) and adopt policy optimization algorithms

with better sample efficiency (Table 5). Human demonstrations (Table 4) are effective for

enabling real-world learning, particularly in manipulation tasks that are not prohibitively
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complex to demonstrate. For competencies where both accurate simulation and real-world

rollouts are prohibitive (e.g., HRI) or where stable, scalable RL algorithms are missing (e.g.,

multi-robot interaction), successful real-world examples are much sparser. In the remainder

of this section, we identify several concrete open challenges that are opportunities for further

extending DRL’s applications, in particular for those currently less successful domains.

Improving Stability and Sample-Efficiency in RL Algorithms. While on-policy RL methods

are often preferred due to their robustness to hyperparameters, collecting large amounts of

on-policy data can be prohibitive, especially for real-world RL. Even in the predominant

zero-shot sim-to-real setting, the sample efficiency of on-policy RL is problematic for tasks

such as long-horizon mobile manipulation (172, 173) and agile legged navigation (20, 96),

where the long task horizons, large operational spaces, sparse rewards, and complex con-

tact dynamics hinder efficient exploration and stable learning. Sample efficiency can also

be a crucial issue in problems with temporally extended action spaces (32, 36). Funda-

mental algorithmic advances to develop RL algorithms that are at least as robust but more

sample-efficient than on-policy methods are thus crucial for expanding RL’s applications in

robotics. An appealing direction is leveraging off-policy or offline samples to complement or

replace on-policy exploration. However, off-policy and offline RL are often less stable due

to the distributional shift between behavioral and learning policy experiences. Promising

efforts have been made to derive scalable and more stable off-policy (110) and offline RL al-

gorithms (124) for manipulation and MoMa (172). Fine-tuning offline learned policies with

online updates can further enhance performance in an efficient manner (48, 122). However,

stable online fine-tuning is non-trivial, especially for value-based RL (194, 195). Combining

model-free and model-based approaches is another promising direction to derive sample-

efficient RL algorithms (196). Lastly, these advances have primarily focused on single-robot

problems. Multi-robot problems present greater challenges as the complexity of multi-robot

interaction escalates exponentially with the number of robots. The scalability and stability

of MARL remain open questions that hinder RL’s application for multi-robot interaction.

Real-World Learning. In our analysis of RL for robot competencies (Sec. 4), real-world

learning was often mentioned as one of the open challenges. A learning process carried out

in the real world is crucial for robotic problems where the zero-shot sim-to-real transfer

procedure is impractical due to the lack of high-fidelity simulation, such as open-world and

contact-rich manipulation, lightweight quadrotor navigation, and physical HRI. Although

some progress has been made, particularly for manipulation (Table 3), successful real-world

learning examples are much rarer than zero-shot sim-to-real transfer, presenting exciting

opportunities for future research. Two main issues need to be addressed for real-world RL

learning. The first issue is how to collect many useful experiences in a safe manner? In

domains where oracle policies, like humans (124) and scripts (172), are available, demon-

strations can be collected for offline learning. However, offline RL faces challenges such as

distributional shifts, and the demonstration data can be suboptimal and costly to collect for

human experts. Real-world rollouts require automatic resets (120, 117, 53) and safe explo-

ration mechanisms (170) to minimize human effort and ensure safety. Such mechanisms are

still missing in most problem domains and present an opportunity for future development,

especially for safety-critical applications (92, 102). To date, human-in-the-loop learning

(for resets and safety) is currently the only alternative (92), leaving automated real-world

learning a desirable future capability. In addition to procedural and algorithmic improve-
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ments, safe real-world exploration may also be facilitated through hardware advances, such

as adaptive and less fragile hardware and mechanisms that ensure safety passively (197).

The second issue is how do we accelerate training to require fewer experiences? A promising

avenue is to explore what modules can be updated with real-world samples and how. Instead

of updating the entire policy with model-free RL, some solutions explore adapting vision

encoders (43) or learning (residual) dynamics models (7, 102, 56) from real-world sam-

ples. These alternatives improve efficiency; we predict future successful real-world training

procedures exploring alternative combinations of frozen-trainable modules.

Learning for Long-Horizon Robotic Tasks. Long-horizon tasks pose a fundamental chal-

lenge to RL algorithms, requiring directed exploration and temporal credit assignment over

long stretches of time. Many such real-world tasks require integrating diverse abilities. By

contrast, the vast majority of the RL successes we have reviewed are in short-horizon prob-

lems, e.g., controlling a quadruped to walk at a given velocity or controlling a manipulator to

rotate an object in hand. A promising avenue for solving long-horizon tasks is learning skills

and composing them, enabling compositional generalization. This approach has seen success

in navigation (96, 97), manipulation (11, 115, 132, 152), and MoMa (159, 173). A critical

question for future work is: what skills should the robot learn?. While some successes have

been achieved with manually specified skills and reward functions (32, 50, 96, 123, 152, 114),

these approaches heavily rely on domain knowledge. Some efforts have been made to explore

unified reward designs for learning multi-skill locomotion policies (42, 51, 49). Formulat-

ing skill learning as goal-conditioned (125) or unsupervised RL (198, 199) is promising for

more general problems. A second critical question is: how should these skills be combined

to solve long-horizon tasks? Various designs have been explored, including hierarchical

RL (32, 159), end-to-end training (123, 49), and planning (132, 152, 173). This question

will also be central to integrating various competencies toward general-purpose robots; re-

cent advances along this line have opened up exciting possibilities, including wheel-legged

navigation (97) and loco-manipulation (51, 160, 164, 171, 168).

Designing Principled Approaches for RL Systems. For each robotic task, an RL practi-

tioner must choose among the many alternatives that will define its RL system, both in the

problem formulation and solution space (see Table 1–6). Many of these choices are made

based on expert knowledge and heuristics, which are not necessarily optimal and can even

harm performance (200, 201). Principled approaches for RL system design, relying less on

heuristics and manual efforts, will be essential in the future for scalable development and

deployment, especially for open-world tasks. Here, we note some particularly important

examples. First, many real-world successes have been achieved with dense and shaped re-

wards designed with heavy engineering efforts, particularly in locomotion and navigation

(Table 2). Efforts are being made to explore principled reward designs for specific compe-

tencies (42, 51, 49) and more general problems using goal-conditioned (125) or unsupervised

RL (198, 199). Second, various action spaces are used, particularly for manipulation and

MoMa (Table 1). The action space choices affect the temporal abstraction levels and ro-

bustness of the RL policies. Some studies have attempted to benchmark different action

spaces (66, 86, 201), but such principled studies and guidelines are still lacking for many

problems. Another related design choice is the integration of RL with classical planning

and control modules. The different levels of integration result in different action spaces

for the RL policies (i.e., low-, mid-, and high-level). The effectiveness of end-to-end versus
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hybrid modular solutions varies by problem (82, 86, 100, 21, 202). Neither approach is

universally superior. There are many other dimensions that require such principled investi-

gations, which are crucial for advancing DRL’s real-world success, in addition to exploring

new frontiers in algorithms and applications.

Benchmarking Real-World Success. In this survey, we classify papers into six levels of real-

world success to assess the maturity of DRL-based solutions. However, precisely determin-

ing these levels can be challenging since the only source of information is the experimental

results reported by the authors, but the varying testing conditions and evaluation metrics

make direct comparison difficult. This highlights the need for standard evaluation protocols

and benchmarks for real-world performance. While widely adopted, low-cost hardware, as

seen with quadrupeds, is helpful by enabling standardized experimental platforms, it is not

sufficient alone. Test environments and tasks must also resemble real-world conditions and,

more importantly, be reproducible. Multiple real-world benchmarks have been established,

including those for manipulation (203, 204) and domestic service robots (205). However,

when it comes to complex open-world problems, the evaluation procedure must also scale

up to be realistic and informative (206). Overall, developing scalable evaluation protocols

and benchmarks remains an exciting open research direction for many problems.

Leveraging Foundation Models. Lastly, recent advances in large-scale robot dataset (207,

208) and robot foundation models (209, 210) present exciting open opportunities for RL

successes in the real world. Foundation models have demonstrated impressive generalization

capabilities across domains for reasoning and decision-making tasks (211), showing promise

for addressing several of the aforementioned challenges of DRL for robotics. For instance,

the recently introduced DrEureka (212) algorithm leverages large language models (LLMs)

to automate reward design and domain randomization configuration for sim-to-real transfer

without manual tuning. In addition, LLMs and vision-language models (VLMs) open up

new opportunities to create language-conditioned RL policies for novel applications. We

refer readers to existing surveys for detailed discussions on the opportunities foundation

models offer in general (209, 210), but we anticipate an increased integration of foundation

models into RL solutions for real-world robotic tasks.

6. Conclusion

Deep reinforcement learning has recently played an important role in the development of

many robotic capabilities, leading to many real-world successes. Here, we have reviewed

and categorized these successes, delineating them based on the specific robotic competency,

problem formulation, and solution approach. Our analysis across these axes has revealed

general trends and important avenues for future work, including algorithmic and procedural

improvements, ingredients for real-world learning, and holistic approaches toward synthe-

sizing all the competencies discussed herein. Harnessing RL’s power to produce capable

real-world robotic systems will require solving fundamental challenges and innovations in

its application; nonetheless, we expect that RL will continue to play a central role in the

development of generally intelligent robots.
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A. Term Definition

As presented in Sec. 3 of the main article, we classify the literature based on a taxonomy con-

sisting of four axes: robot competencies learned with DRL, problem formulation,

solution approach, and the level of real-world success. In this section, we provide

a detailed definition and discussion of the elements along the problem formulation and

solution approach axes.

A.1. Problem Formulation

As discussed in Sec. 3, we categorize the papers based on the following elements of the

problem formulation: 1) Action space: whether the actions are low-level (i.e., joint or

motor commands), mid-level (i.e., task-space commands), or high-level (i.e., temporally

extended task-space commands or subroutines); 2) Observation space: whether the obser-

vations are high-dimensional sensor inputs (e.g., images and/or LiDAR scans) or estimated

low-dimensional state vectors; 3) Reward function: whether the reward signals are sparse

or dense. This subsection provides detailed definitions and a discussion of these terms.

A.1.1. Action Space.

Low-level Actions: We define low-level actions as those that directly operate in the

robot’s joint space, such as controlling torques of individual joints in a robot arm or

velocities of individual wheels in a mobile robot. A low-level action space requires minimal

domain knowledge and allows the policy to have fine-grained control over the robot’s be-

havior. However, performing learning in low-level action spaces presents several challenges:

1) exploration with low-level actions is difficult, as random joint actions often result in

trivial behaviors; 2) the action space scales linearly with the robot’s degrees of freedom,

often resulting in high-dimensional action spaces; and 3) joints are often controlled at a

high frequency, resulting in extended task horizons and inference-time constraints.

Mid-level Actions: Mid-level actions control the robot in its workspace, such as

adjusting the end-effector pose of a robot arm or controlling the velocity of the center

of mass of a mobile robot. Once the policies generate these mid-level actions, they are

often executed by an external controller, such as an inverse kinematics (IK) controller, to

produce the joint-level torques. As such, operating in a mid-level action space requires

domain knowledge to define an appropriate operational space and to design and implement

the external controller effectively. When chosen correctly, mid-level action spaces strike a

balance between incorporating domain knowledge and maintaining generality for various

tasks. This approach is a popular choice in many RL applications for robotics, as it

leverages specific expertise while allowing flexibility across different robotic functions.

High-level Actions: High-level actions control the robot through temporally extended

“skills” that can realize certain short-horizon behaviors, such as “grasping certain objects”

or “moving to certain rooms.” A well-designed high-level action space can greatly enhance

the efficiency of the RL agent’s exploration by drastically shortening the task horizon and

ensuring that the robot performs task-relevant actions most of the time. However, designing

an appropriate set of skills for the high-level action space is a complex problem, often

requiring each skill to be formulated as an RL problem in itself. Additionally, these skills

may not always be transferable across tasks, posing challenges to their scalability.
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A.1.2. Observation Space.

Low-dimensional Observations: The robot’s observations are represented as a compact,

low-dimensional vector, which can include proprioceptive information, object locations,

and task information.

High-dimensional Observations: The robot’s observations include high-dimensional

sensor data for exteroceptive information, which can be in the form of lidar readings, camera

images, and/or point clouds.

A.1.3. Reward Function.

Sparse Reward: A sparse reward signal means the agent receives trivial reward signals

for most of the potential transitions in a (PO)MDP and only receives non-trivial reward

signals sparsely. One natural way of defining a sparse reward for a task is to have +1 for all

transitions into a success termination state, -1 for all transitions into a failure termination

state, and 0 for any other transitions.

Dense Reward: A dense reward means the reward signal is abundant, providing rich

feedback to the agent. In certain tasks, such as locomotion, the reward is naturally dense

(e.g., the error between the robot’s current forward velocity and the instructed velocity).

In other scenarios where the task reward is inherently sparse, such as navigation tasks, a

dense reward can be defined by adding shaping components to the sparse reward (e.g., the

distance between the robot and the navigation target). Such kind of shaped and dense

rewards are often used to facilitate learning efficiency, especially for long-horizon tasks.

A.2. Solution Approach

As introduced in Sec. 3, we classify the solution approach from the following perspectives:

1) Simulator usage: whether and how simulators are used, categorized into zero-shot, few-

shot sim-to-real transfer, or directly learning offline or in the real world without simulators;

2) Model learning : whether (a part of) the transition dynamics model is learned from

robot data; 3) Expert usage: whether expert (e.g., human or oracle policy) data are used

to facilitate learning; 4) Policy optimization: the policy optimization algorithm adopted,

including planning or offline, off-policy, or on-policy RL; 5) Policy/Model Representation:

Classes of neural network architectures used to represent the policy or dynamics model,

including MLP, CNN, RNN, and Transformer. This subsection provides detailed definitions

of these terms.

A.2.1. Simulator Usage.

Zero-shot sim2real: The training is performed entirely in a simulator, where the trained

policy is deployed directly in the real world without additional learning.

Few-shot sim2real: The robot is pre-trained in the simulator and fine-tuned in the real

world with limited additional real-world interactions.

No Simulator: The training is conducted in the real world without using a simulator.
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A.2.2. Model Learning. RL algorithms can be broadly classified into two categories: model-

free RL and model-based RL, based on whether they learn a dynamics model. In model-free

RL algorithms, such as PPO and SAC, the robot directly learns a policy or value function

without explicitly modeling the environment’s dynamics. Model-free RL is often easier to

implement and superior when learning a good policy is simpler than learning a good model.

In contrast, model-based RL algorithms, such as TD-MPC and Dreamer, involve the robot

learning a world model that can predict the consequences of its actions. This world model

can be used either for model-based planning and control or for generating experiences for a

model-free RL agent, potentially increasing the agent’s sample efficiency. Instead of learning

the full dynamics, some methods learn a residual or a part of the dynamics model (e.g.,

actuator dynamics model) to complement the simulation for model-free RL, which we also

mark as involving model learning in our categorization.

A.2.3. Expert Usage. Tabula rasa RL begins with random initialization, training entirely

through trial and error. However, in robotics, it is sometimes possible to utilize an external

expert to expedite the learning process. These experts may include human demonstrations,

trajectory planners, oracle actions, and so on. In this survey, we classify all works that utilize

an external expert, either offline or online, to facilitate learning as works “with experts”,

which gives them an advantage over methods that do not assume access to experts.

A.2.4. Policy Optimization.

Planning: The robots policy is derived by solving an optimal control problem online using

a learned world model. Representative algorithms include A* and MPPI (Model Predictive

Path Integral).

Offline: The robot does not interact with the environment during learning. Instead, it

learns a policy and, optionally, a value function directly from offline data. Representative

algorithms include CQL (Conservative Q-Learning) and DT (Decision Transformer).

On-policy: The robot interacts with the environment during learning and only updates

the policy with transitions collected by the current policy. Representative algorithms in-

clude PPO (Proximal Policy Optimization) and TRPO (Trust Region Policy Optimization).

Off-policy: The robot interacts with the environment during learning and updates the

policy with transitions collected by both the current policy and other/previous policies.

Representative algorithms include SAC (Soft Actor-Critic) and DQN (Deep Q-Network).

A.2.5. Policy/Model Representation.

MLP Only: Multi-layer Perceptron (MLP) models take 1D vector inputs and consist solely

of fully connected layers. They are widely used for processing low-dimensional observations.

CNN: Convolutional Neural Networks (CNNs) are a specialized type of MLP that

preserves local spatial coherence, initially designed for image processing. Later works have

extended CNNs to process 1D data like lidar readings and observation memory, as well as

3D data such as point clouds.

RNN: Recurrent Neural Networks (RNNs), including LSTM and GRU, are bidirectional
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neural networks with internal memory. They are suitable for processing time-series data,

such as trajectories over time.

Transformer: Transformers take a sequence of vectors (tokens) as input and use multi-

head self-attention to generate outputs. Recently, transformers have been widely used to

process time-series data, natural language instructions, and visual information. They have

also proven powerful in fusing tokenized multi-modal information.

B. Additional Tables

This section contains tables that present the complete categorization of the reviewed papers

along all four axes of our taxonomy. Tables 1-2 categorize the papers based on problem

formulation for each robot competency, while Tables 3-6 categorize the papers based on

solution approach for each robot competency. As in the tables in the main article, the color

map indicates the levels of real-world success: Sim Only , Limited Lab , Diverse Lab ,

Limited Real , and Diverse Real .

In these tables, we add a superscript ∗ to papers that appear in multiple columns, which

means they adopt two different elements jointly (e.g., a hierarchical policy that outputs both

low-level and mid-level actions, a policy network consists of both CNN and RNN).
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Action Space

Application Low-Level Mid-Level High-Level

Locomotion 27 , 28 , 29 , 30 ,

31 ∗, 32 ∗, 33 ,

36 ∗, 37 , 38 , 40 ,

41 , 42 , 43 , 44 ,

45 , 46 , 48 , 49 ,

50 , 51 , 52 , 53 ,

54 , 55 , 56 , 57 ,

58 , 59 , 61 , 62 ,

63 , 64 , 65 , 68

31 ∗, 32 ∗, 34 , 35 ,

47 , 66 , 67

36 ∗, 60

Navigation 20 , 90 , 96 ∗, 97 ∗,

99 , 100 ,

7 , 21 , 73 , 74 ,

75 , 78 , 83 , 85 ,

88 , 89 , 91 , 92 ,

93 , 94 , 95 ∗, 98 ,

101 , 102 , 103

76 , 81 , 82 , 86 ,

87 , 95 ∗, 96 ∗, 97 ∗

Manipulation 113 , 122 , 127 ,

131 , 138 , 139 ,

140 , 141 , 142 ,

143 , 144

54 , 110 , 111 , 112 ,

114 , 115 , 116 ,

117 , 118 , 119 ,

120 , 121 , 124 ,

125 , 126 , 128 ,

129 , 130 , 132 ,

133 , 134 , 137 ,

145 , 146 , 147

108 , 109 , 123 ,

135 , 136

MoMa 155 , 156 , 157 ,

165 , 169 , 171 ,

160 , 164 , 161 ,

168

154 , 166 , 162 ,

163 , 173 , 159 ,

172 , 167

170

HRI 177 , 178 , 179 ,

180 , 181 , 182

175 , 176 , 183 ,

184 , 185

174

Multi-Robot
Interaction

186 , 187 , 189 ,

190 , 192 , 193

191

Table 1: Categorizing Literature based on Problem Formulation
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Observation Space Reward Function

Application High-dim Low-dim Sparse Dense

Locomotion 35 , 36 , 43 ,

44 , 45 , 49 ,

50 , 54 , 61

27 , 28 , 29 ,

30 , 31 , 32 ,

33 , 34 , 37 ,

38 , 40 , 41 ,

42 , 46 , 47 ,

48 , 51 , 52 ,

53 , 55 , 56 ,

57 , 58 , 59 ,

60 , 62 , 63 ,

64 , 65 , 66 ,

67 , 68

56 27 , 28 , 29 , 30 ,

31 , 32 , 33 , 34 ,

35 , 36 , 37 , 38 ,

40 , 41 , 42 , 43 ,

44 , 45 , 46 , 47 ,

48 , 49 , 50 , 51 ,

52 , 53 , 54 , 55 ,

57 , 58 , 59 , 60 ,

61 , 62 , 63 , 64 ,

65 , 66 , 67 , 68

Navigation 73 , 74 , 75 ,

76 , 78 , 81 ,

82 , 83 , 85 ,

86 , 87 , 88 ,

89 , 91 , 92 ,

94 , 95 , 96 ,

97 , 98 , 99 ,

101 , 102

7 , 20 , 21 ,

90 , 93 ,

100 , 103

78 , 96 ∗ 7 , 20 , 21 , 73 ,

74 , 75 , 76 , 81 ,

82 , 83 , 85 , 86 ,

87 , 88 , 89 , 90 ,

91 , 92 , 93 , 94 ,

95 , 96 ∗, 97 ,

98 , 99 , 100 ,

101 , 102 , 103

Manipulation 54 , 108 , 109 ,

110 , 111 , 112 ,

113 , 114 , 115 ,

116 , 117 , 118 ,

119 , 120 , 121 ,

124 , 125 , 128 ,

133 , 134 , 135 ,

136 , 137 , 141 ,

142 , 145 , 146 ,

147

122 , 123 ,

126 , 127 ,

129 , 130 ,

131 , 132 ,

138 , 139 ,

140 , 143 ,

144

54 , 108 ,

110 , 111 ,

112 , 114 ,

115 , 117 ,

118 , 122 ,

124 , 128 ,

129 , 134

109 , 113 , 116 ,

118 , 119 , 120 ,

121 , 123 , 125 ,

126 , 127 , 130 ,

131 , 132 , 133 ,

135 , 136 , 137 ,

138 , 139 , 140 ,

141 , 142 , 143 ,

144 , 145 146 ,

147

MoMa 165 , 169 , 166 ,

162 , 170 , 167 ,

161 , 173 , 159 ,

172

155 , 156 ,

154 , 157 ,

171 , 160 ,

164 , 163 ,

168

170 , 173 ,

172

155 , 156 , 154 ,

157 , 165 , 169 ,

171 , 160 , 164 ,

166 , 162 , 163 ,

167 , 161 , 168 ,

159

HRI 175 , 176 , 179 ,

180 , 183

174 , 177 ,

178 , 181 ,

182 , 184 ,

185

174 175 , 176 , 177 ,

178 , 179 , 180 ,

181 , 182 , 183 ,

184 , 185

Multi-Robot
Interaction

186 , 187 ,

189 , 190 ,

191 , 192 ,

193

186 , 187 189 , 190 , 191 ,

192 , 193

Table 2: Categorizing Literature based on Problem Formulation (Cont.)
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Simulator Usage

Application Zero-shot Sim-to-Real Few-shot Sim-to-Real No Simulator

Locomotion 27 , 28 , 29 , 30 ,

31 , 32 , 33 , 34 ,

35 , 36 , 37 , 38 ,

40 , 41 , 42 , 44 ,

45 , 46 , 47 , 49 ,

50 , 51 , 52 , 55 ,

57 , 58 , 59 , 60 ,

61 , 62 , 63 , 64 ,

65 , 66 , 67 , 68

43 , 48 , 56 53 , 54

Navigation 20 , 21 , 73 , 74 ,

75 , 76 , 78 , 81 ,

82 , 83 , 85 , 86 ,

87 , 93 , 94 , 95 ,

96 , 97 , 98 , 99 ,

100 , 101 , 103

7 , 102 88 , 90 , 91 , 92

Manipulation 108 , 111 , 123 ,

130 , 133 , 134 ,

135 , 137 , 138 ,

139 , 141 , 142 ,

143 , 144 , 145 ,

146 , 147

116 , 131 54 , 109 , 110 ,

112 , 113 , 114 ,

115 , 117 , 118 ,

119 , 120 , 121 ,

122 , 124 , 125 ,

126 , 127 , 128 ,

129 , 132 , 136 ,

140

MoMa 155 , 156 , 154 ,

157 , 165 , 169 ,

171 , 164 , 166 ,

163 , 167 , 161 ,

168 , 173 , 159

160 , 172 162 , 170

HRI 174 , 175 , 176 ,

177 , 178 , 179 ,

181

184 180 , 183 , 182

Multi-Robot
Interaction

186 , 187 , 189 ,

190 , 191 , 192 ,

193

Table 3: Categorizing Literature based on Solution Approach
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Model Learning Expert Usage

Application with Model
Learning

No Model
Learning

No Expert with Expert

Locomotion 29 , 31 , 34 ,

35 , 36 , 41 ,

51 , 52 , 54 ,

56

27 , 28 , 30 , 32 ,

33 , 37 , 38 , 40 ,

42 , 43 , 44 , 45 ,

46 , 47 , 48 , 49 ,

50 , 53 , 55 , 57 ,

58 , 59 , 60 , 61 ,

62 , 63 , 64 , 65 ,

66 , 67 , 68

28 , 29 , 31 , 32 ,

33 , 34 , 35 , 37 ,

38 , 41 , 42 , 43 ,

44 , 45 , 47 , 49 ,

50 , 52 , 53 , 54 ,

56 , 57 , 59 , 60 ,

61 , 62 , 65 , 66 ,

67 , 68

27 , 30 ,

36 , 40 ,

46 , 48 ,

51 , 55 ,

58 , 63 ,

64

Navigation 7 , 20 , 74 *,

88 , 90 , 95 ,

96 , 97 , 98 ,

102

21 , 73 , 74 ∗

75 , 76 , 78 , 81 ,

82 , 83 , 85 , 86 ,

87 , 89 , 91 , 92 ,

93 , 94 , 99 ,

100 , 101 , 103

7 , 20 , 21 , 73 ,

74 , 75 , 78 , 81 ,

82 , 83 , 85 , 86 ,

87 , 88 , 93 , 94 ,

95 , 96 , 98 , 99 ,

100 , 101 , 102 ,

103

76 , 89 ,

90 , 91 ,

92 , 97

Manipulation 54 , 113 ,

118 , 140 ,

144

108 , 109 , 110 ,

111 , 112 , 114 ,

115 , 116 , 117 ,

119 , 120 , 121 ,

122 , 123 , 124 ,

125 , 126 , 127 ,

128 , 129 , 130 ,

131 , 132 , 133 ,

134 , 135 , 136 ,

137 , 138 , 139 ,

141 , 142 , 143 ,

145 , 146 , 147

54 , 108 , 109 ,

110 , 111 , 114 ,

115 , 116 , 118 ,

119 , 123 , 125 ,

130 , 131 , 133 ,

135 , 137 , 138 ,

139 , 140 , 141 ,

142 , 143 , 144 ,

145 , 146 , 147

112 , 113 ,

117 , 120 ,

121 , 122 ,

124 , 126 ,

127 , 128 ,

129 , 132 ,

134 , 136

MoMa 155 , 156 , 154 ,

157 , 165 , 169 ,

171 , 160 , 164 ,

166 , 162 , 163 ,

170 , 167 , 161 ,

168 , 173 , 159 ,

172

155 , 156 , 154 ,

165 , 169 , 171 ,

160 , 164 , 166 ,

162 , 163 , 167 ,

161 , 168 , 173

157 , 170 ,

159 , 172

HRI 175 , 176 ,

183

174 , 177 , 178 ,

179 , 180 , 181 ,

182 , 184 , 185

175 , 176 , 179 ,

181 , 182 , 184 ,

185

174 , 177 ,

178 , 180 ,

183

Multi-Robot
Interaction

186 , 187 , 189 ,

190 , 191 , 192 ,

193

189 , 190 , 192 186 , 187 ,

191 , 193

Table 4: Categorizing Literature based on Solution Approach (Cont.)
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Policy Optimization

Application Planning Offline Off-Policy On-Policy

Locomotion 32 , 36 ∗, 48 ,

53 , 54 , 68

27 , 28 , 29 , 30 ,

31 , 32 , 33 , 34 ,

35 , 36 ∗, 37 ,

38 , 40 , 41 , 42 ,

43 , 44 , 45 , 46 ,

47 , 49 , 50 , 51 ,

52 , 55 , 56 , 57 ,

58 , 59 , 60 , 61 ,

62 , 63 , 64 , 65 ,

66 , 67

Navigation 74 ∗, 76 ∗,

88 , 90 ,

102 , 103 ∗

76 ∗, 89 ,

91 ∗,

73 , 74 ∗, 75 ,

78 , 91 ∗, 92 ,

94 , 101

7 , 20 , 21 , 81 ,

82 , 83 , 85 , 86 ,

87 , 93 , 95 , 96 ,

97 , 98 , 99 ,

100 , 103 ∗

Manipulation 118 , 140 108 , 115 ,

121 , 122 ,

124 , 129

54 , 109 , 110 ,

111 , 112 , 114 ,

116 , 117 , 119 ,

120 , 123 , 125 ,

126 , 127 , 128 ,

132 , 133 , 134 ,

135 , 136 , 137 ,

143 , 145 , 146

113 , 130 , 131 ,

138 , 139 , 141 ,

142 , 144 , 147

MoMa 160 ∗, 166 , 162 ,

163 , 173 , 172

155 , 156 , 154 ,

157 , 165 , 169 ,

171 , 160 ∗, 164 ,

170 , 167 , 161 ,

168 , 159

HRI 183 180 ∗ 174 , 175 , 176 ,

180 ∗, 181 , 182 ,

184

177 , 178 , 179 ,

185

Multi-Robot
Interaction

193 186 , 187 , 189 ,

190 , 191 , 192

Table 5: Categorizing Literature based on Solution Approach (Cont.)
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Policy/Model Representation

Application MLP Only CNN RNN Transformer

Locomotion 28 , 29 , 30 ,

31 , 32 , 38 ,

40 , 41 , 46 ,

47 , 48 , 51 ,

52 , 53 , 56 ,

58 , 60 , 64 ,

65 , 66 , 68

27 , 33 , 34 ,

36 , 42 , 43 ,

44 ∗, 45 , 49 ∗,

54 ∗, 63 , 67

35 , 37 , 44 ∗,

49 , 50 , 54 ∗,

55 , 57 , 59 ,

61

62

Navigation 7 , 20 , 21 ,

73 , 74 ∗, 75 ,

76 , 90 , 93 ,

99 , 100 , 103 §

78 , 81 , 82 ,

83 ∗, 85 , 86 ∗,

87 ∗, 89 , 91 ,

92 , 94 , 96 ,

97 , 98 ∗, 101 ,

102 ∗

74 ∗, 83 ∗,

85 , 86 ∗,

87 ∗, 95 ,

98 ∗, 102 ∗

74 ∗,

Manipulation 123 , 129 ,

131 , 132 ,

138 , 139 ,

140 , 143 ,

144 ∗, 145

54 ∗, 108 , 109 ,

110 , 111 , 112 ,

113 , 114 , 115 ,

117 , 118 ∗, 119 ,

120 , 121 , 122 ,

125 , 126 , 127 ,

128 , 133 , 134 ,

135 , 136 , 137 ,

142 , 146

54 ∗, 118 ∗,

130 , 144 ∗
116 , 124 ,

141 , 147

MoMa 155 , 156 ,

154 , 157 ,

171 , 160 ,

164 , 163 , 168

165 , 169 ∗, 166 ,

162 , 170 , 167 ∗,

161 , 173 , 159 ,

172 ∗

169 ∗, 167 ∗,

172 ∗

HRI 177 , 181 ,

182 , 184 , 185

175 , 176 , 179 ,

180 , 183 ∗
174 , 178 183 ∗

Multi-Robot
Interaction

186 , 189 ,

192 , 193

187 , 190 ,

191

Table 6: Categorizing Literature based on Solution Approach (Cont.)
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