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One vision of a future artificial intelligence (AI) is where many separate units 
can learn independently over a lifetime and share their knowledge with each 
other. The synergy between lifelong learning and sharing has the potential 
to create a society of AI systems, as each individual unit can contribute to 
and benefit from the collective knowledge. Essential to this vision are the 
abilities to learn multiple skills incrementally during a lifetime, to exchange 
knowledge among units via a common language, to use both local data and 
communication to learn, and to rely on edge devices to host the necessary 
decentralized computation and data. The result is a network of agents that 
can quickly respond to and learn new tasks, that collectively hold more 
knowledge than a single agent and that can extend current knowledge in 
more diverse ways than a single agent. Open research questions include 
when and what knowledge should be shared to maximize both the rate of 
learning and the long-term learning performance. Here we review recent 
machine learning advances converging towards creating a collective 
machine-learned intelligence. We propose that the convergence of such 
scientific and technological advances will lead to the emergence of new 
types of scalable, resilient and sustainable AI systems.

Progress in science, technology and other fields of knowledge is  
largely possible due to the ability of individual humans to build on 
discoveries and knowledge from other individuals1. New challenges  
are faced by leveraging knowledge accumulated over time and trans-
ferred from individual to individual. Although no single person can 
possess all knowledge and intelligence, collectively and as a species, we 
have the remarkable ability to acquire knowledge from others, adapt 
it, extend it further and explore different ideas and methods thanks 
to different objectives and predispositions while also maintaining 
agency and individuality2. A natural question is whether progress in 

AI could see a similar structure emerging from a society of AI agents. 
A new type of AI may be based on a collective effort of many individual 
entities that, similarly to humans, can acquire knowledge from other 
entities, add to it, and maintain a diverse and decentralized structure.

Multi-agent and distributed AI systems have been studied for  
decades3–5, albeit often with a focus on cooperation to solve a  
single task6 or competition in game theory studies7. In this paper, we 
focus specifically on the attempts to share machine-learned knowl-
edge among a collective of agents with the aim of enhancing the per-
formance of each individual agent. To this end, agents share their 
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importance and the precise boundaries of each of the listed fields may 
be subjective, each of them contributes to advances that are relevant 
to the vision presented in this Perspective.

Key aspects of integrating knowledge over a lifetime
Lifelong ML (LL) refers to a set of methods that allow an algorithm 
to learn from a continuous stream of data and different tasks over a 
prolonged period of time8–10,27. Such methods have also been referred 
to as incremental or continual learning28. The first solutions emerged 
with a focus on preventing catastrophic forgetting29,30. In a typical 
ML algorithm, a model improves its performance while it trains on 
a curated set of identical and independently distributed (IID) data, 
implying that all learning examples must be present from the start 
and describe the final data distribution well. Continual or incremental 
learning has focused on methods that can train a model when different 
data distributions are seen sequentially31–33 by adding various meth-
ods to mitigate catastrophic forgetting. These approaches have clear 
advantages when datasets are incomplete or change with different 
distributions over time.

Crucially, the ability to learn from sequential data without for-
getting created the possibility to remove the established distinction 
between a training phase, when the model is plastic, and a deploy-
ment phase when the model is frozen and therefore unable to improve 
further. With the objective to create always-learning algorithms that 
do not have separate training and deployment phases34, can improve 
over time and can deal with surprise events and unexpected data, the 
Defense Advanced Research Projects Agency (DARPA) funded the 
Lifelong Learning Machine programme35. This programme investi-
gated both biological inspiring principles11 and core LL algorithms, 
improving the understanding of algorithmic properties and metrics 
for evaluation36,37. Currently, as a result of the evolution of the field, LL 
is not limited to reducing catastrophic forgetting but includes learning 
dynamics such as the ability to exploit previous knowledge to learn 
new tasks38–40, use experience in one task to improve performance on 
other related tasks, generalize knowledge over many tasks41 and by the 
synergy of those abilities, produce a substantially more capable and 
open-ended learning system.

LL algorithms promise to be more flexible than traditional ML but 
generally involve additional computation, memory or storage, and 
hyper-parameters that require careful consideration. The first chal-
lenge is that additional computational and memory requirements vary 
according to different families of LL approaches (for example, replay, 
regularization or parameter isolation methods32): the exact overhead 
in terms of memory and computation, and their suitability to edge 
deployment has only recently become a subject of investigation42–44. 
A second challenge is that LL algorithms are designed to learn continu-
ously while they are deployed: as a consequence, the computational 
cost of learning may no longer be offloaded to remote servers. Infer-
ence and learning need to happen at the same time during deployment, 
often resulting in the execution of parallel operations that need to be 
skillfully coordinated and executed locally. Finally, the evaluation of 
LL systems is not as straightforward as in traditional ML where testing 
is generally performed after training and before deployment, and 
evaluation metrics are well established. In LL, evaluation is required 
during deployment on multiple tasks and includes additional metrics 
that assess levels of forgetting, the ability to reuse knowledge (forward 
and backward transfer) and others36,37,45–47.

Despite the challenges described above, real-world applications of 
ML demand increasingly more adaptive systems that can continuously 
improve during deployment, face a large variety of new and diverse 
tasks48, and mimic lifelong learning properties of biological systems11,49. 
In the vision that we present in this paper, LL algorithms are an essen-
tial building block for an AI collective: exchanging knowledge among 
agents is made effective by the capability of integrating knowledge 
learned at different times, on different tasks and by different agents.

knowledge and do so not to deceive or undermine the performance 
of other agents. Each individual tries to improve their own individual 
performance by exploiting both their own experience and knowledge 
acquired via other agents. Under these assumptions, a collective of 
agents may result in beneficial interactions among agents that can 
maximize their performance thanks to knowledge reuse and sharing.

The perspective of such a collective AI is becoming more realistic 
thanks to recent advances in fields such as lifelong learning (LL)8–12, 
lifelong reinforcement learning13,14, federated learning15, distributed 
and multi-agent systems16, and edge computing17,18. Although these 
fields address specific challenges, integrating advances from all such 
areas may result in a significant step towards collective machine learn-
ing (ML) ecosystems. The efforts to unify such fields have questions 
for research. What information should be exchanged among agents 
and when is it best to share? If thousands or millions of agents learn 
an equivalent number of tasks, how does a single agent determine 
what information is relevant to them? How is new information inte-
grated into one agent’s knowledge to expand its capabilities without 
forgetting? What hardware platforms will enable a fully decentralized 
system capable of performing and learning individually while also 
communicating19?

Efforts to answer the above questions are contributing to pro-
ducing a new type of decentralized AI with properties resembling 
some aspects of learning in humans. One benefit of a distributed 
and decentralized society of learning agents is the robustness and 
resilience to failure or adversity, a concept largely explored in vari-
ous network applications20, including the Internet, peer-to-peer net-
works and blockchain. As opposed to large and centralized models, if 
knowledge is acquired and maintained on smaller edge units capable 
of sharing, the loss of some agents may result in a limited loss of the 
collective knowledge, which can then be acquired by newly spawned 
agents. Failures or mistakes of such agents will also result in less cata-
strophic consequences than the failure of one single central model 
that is responsible for controlling large systems. The acquisition of 
knowledge via other agents also implies that experiences, particu-
larly negative or dangerous ones21, need not be repeated. Effectively, 
sharing endows more power to the search as parallel executions will 
reveal properties of large search spaces. Many agents, by sharing 
knowledge, can sum their efforts to achieve collectively faster and 
more complete learning on a large amount of data, as is being show-
cased by federated learning approaches22,23 and distributed ML24. With 
a worldwide increase of computational demands for training ML mod-
els, a collective of AI agents that can reuse and share knowledge may 
be a solution to better scalability and reduced energy demands25,26. 
Finally, learning a large variety of tasks and integrating them into 
each agent’s individual models may lead to a more structured and 
explainable organization of knowledge. The end result of the above 
properties is an increased ability of artificial agents to expand their 
knowledge toward open-ended applications, efficiently sharing and 
reusing knowledge.

This Perspective is organized as follows. First, we highlight the 
research fields that contribute to the emergence of lifelong learning 
and sharing systems before describing their main objectives, capa-
bilities and technical aspects. Then, we review recently developed 
approaches that showcase the feasibility and potential of the methods. 
Finally, we describe relevant application areas before discussing out-
standing challenges and opportunities.

Constituent fields of a lifelong learning collective
The idea of a lifelong learning collective emerges from the integration 
and synergies of the fields described in Fig. 1. We refer to such a conver-
gence of concepts as shared experience lifelong learning (ShELL)19. The 
contributing fields in Fig. 1 are not isolated efforts and often extend 
along the connecting edges in the research space with approaches 
that combine principles from different fields. Although the absolute 
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Distributed machine learning with federated learning
The ability to perform ML on a large number of distributed edge 
devices has been extensively investigated in the field of federated 
learning15,23,50,51. The main aims when performing training on edge 
devices52,53 are to reduce data transfer and maintain privacy. To do 
so, parameter updates are computed locally using local data by each  
client. Only parameter updates (for example, gradients) are shared 
with a central server that aggregates updates from a large number of 
clients. Federated learning algorithms take into account power man-
agement, limited computational resources and memory. Commercial 
applications have taken advantage of this technology to comply with 
privacy and regulatory issues.

Recently, federated learning studies have started to consider 
LL-related issues, such as non-IID data across locations and time54–56, 
thus identifying the need to prevent catastrophic forgetting57,58. In 
particular, in domains where personalization and geographical vari-
ations are important, the addition of LL, multi-task or meta-learning 
algorithms to federated learning has become a priority59,60. Although 
not a core focus of federated learning, by engaging with datasets and 
scenarios that require multi-task learning and LL (Fig. 1), federated 
learning contributes algorithmic novelty and experimentation to the 
fields of LL and sharing. Most federated learning approaches, although 
distributed, update a single central model, however decentralized 
approaches have been reported61.

Exploiting task similarity and reusing knowledge
The idea of reusing knowledge in ML has been extensively investigated 
in many related research areas. Reusing previously acquired knowledge 
when learning a new task is key to transfer learning62–64. The assump-
tion is that a degree of similarity between the old and the new task  
will make previously acquired knowledge useful. One popular applica-
tion of transfer learning is the use of models trained on large datasets 

as a starting point to train on personalized problems with small data-
sets. This approach has obvious benefits in real-world applications of 
ML, including recently developed methods for large language models 
(LLMs) namely parameter efficient fine-tuning65,66. When the differences  
in distributions between tasks can be estimated, domain adaptation 
provides methods to adapt the models accordingly67–70.

The same assumption that task similarities can be exploited moti-
vates multi-task learning71–74. Instead of learning different models for 
different tasks, the idea is that it is more efficient to learn one model 
that can solve a set of tasks because common features among tasks 
need not be learned multiple times. A similar idea is also exploited in 
meta-learning75, where the search objective is to find a model that can 
be quickly adapted to a number of tasks. Meta-learning was also shown 
to be successful in a decentralized framework76 and in combination with 
continual learning77. The concept that specific previous knowledge is 
beneficial to learning new tasks is also exploited in curriculum learn-
ing78,79, where the particular sequence and complexity of the tasks 
are designed to facilitate learning. Finally, reusing knowledge from a 
domain to solve a new problem is also central in zero-shot learning80–84. 
None of the above approaches would be beneficial if all tasks were 
uncorrelated. Understanding similarities among datasets85,86 and tasks 
is, therefore, an emerging field that could empower knowledge reuse, 
help knowledge organization, detect exceptions or uncertainty87–89, 
and learn without an oracle86,90.

Given the considerable focus on knowledge reuse in the research 
areas described above, it comes as no surprise that the same principles 
are essential in ShELL. The reuse can occur within a single agent that 
uses past knowledge in an LL algorithm to learn new tasks, and across 
agents, where knowledge acquired by other agents can be shared and 
benefit the agents collectively. The assessment of task similarities86 is 
also crucial when deciding what specific knowledge has to be trans-
ferred from one agent to another.
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Fig. 1 | Research fields contributing to ShELL. a, ShELL emerges at the 
intersection of the listed fields by integrating concepts that are required to 
produce lifelong learning and sharing. Shared experience is interpreted as 
a general information-sharing mechanism that can involve a wide range of 
categories such as data, context, parameters, gradient updates, representations 
and algorithms. The listed fields have originated with a different focus on the 
number of agents, number of tasks, sharing modalities and objectives. As such 

research fields evolve, they expand along the edges of this abstract space to 
include more capabilities. Algorithmic approaches listed on the lower plane 
require integration along the vertical dimension when deployed on edge 
computing devices. b, A summary of the main properties defining agents, tasks, 
sharing and shared information for the main fields listed. c, A non-exhaustive 
table of a few related ML approaches and properties shows how ShELL borrows 
and combines methods from related areas.
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Synergy between lifelong learning and sharing
The processes that allow for the integration of knowledge both from 
an agent’s own experience, via LL, and from communication, via the 
acquisition of external knowledge, can be combined to produce a  
collective of ML agents with the following objectives:

 (1)  Collectively learn multiple tasks faster than individual agents 
thanks to sharing information and pooling resources.

 (2)  Continually adapt and increase knowledge over a lifetime and 
across a population of agents.

 (3)  Exploit decentralized agents to learn independently and to hold  
diverse information or policies leading to better robustness and  
diversity in the solutions.

To achieve these objectives, each agent requires the algorithmic 
and technical abilities to:

 (1)  Integrate knowledge (over a lifetime) learned from both its own 
sensors and data and from communication with other agents.

 (2)  Reuse knowledge from self-learning or from other agents to 
learn new tasks at a faster rate.

 (3)  Request or send specific machine-learned knowledge from or 
to other agents.

 (4)  Self-organize learning and communication among agents with-
out a central authority.

A system that implements these four abilities is expected to 
demonstrate performance dynamics to reflect the three objectives. 
In addition to established ML metrics91 and recently developed  
LL metrics36,37,45–47,92, ShELL-specific metrics may include indicators that 
convey the advantage of sharing knowledge. Figure 2a illustrates three 
fictional agents interacting while learning different tasks consecutively. 
The desired learning dynamics of the agents are illustrated in Fig. 2b. 
The learning speed on a single task (Fig. 2b, left) is boosted by initiat-
ing learning from a non-zero performance level, thanks to knowledge 
transfer, or by more than one agent collaborating on learning one task 
via knowledge exchange. When summing the performance on all tasks 
(Fig. 2b, right), the ability to integrate knowledge without forgetting 
results in near-monotonic growth of the overall performance.

Considering a single LL agent as a baseline, two metrics can be 
defined to measure objective 1: (1) how much performance gains can 
n agents achieve within a determined time with respect to a single 
agent; (2) how much faster can n agents achieve a predetermined 
performance level with respect to the single agent19. The expectations 
are that n agents can learn faster or better because more resources are 
deployed in parallel, and communication enables each agent to access 
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Fig. 2 | Desired learning behaviour for an on-knowledge-demand ShELL 
system. a, Illustration of three connected fictional agents learning three 
tasks in a network with multiple agents and tasks. b, Illustration of the desired 
performance of each agent on its learning tasks (left) and all tasks (right). 
Agent 1 (A1, top) starts on task 1 (T1) and later continues learning on T2 from the 
performance level that was previously reached by A2 thanks to a knowledge 
transfer (KT) operation. Furthermore, when A1 engages with T3, it obtains 
an already optimized policy from A2, and hence immediately maximizes the 
performance on that task. A2 and A3 engage in knowledge exchange (KE) when 
learning T3 at the same time, leading to faster, synergistic learning. The right 
plots show the performance on all tasks: agents are able to retain knowledge (LL)  

while both learning from their data and acquiring knowledge from other 
agents. c, Performance gain of n agents versus one agent: the advantage can be 
computed as a ratio of performance indices for the collective versus the single 
agent. Compared with the single agent, n agents can be expected to perform 
better (top) and be faster (bottom). The performance advantage (top graph) 
might decrease over time when all tasks are learned by the collective (if the 
number of tasks and their distributions do not change), as the single agent 
continues to learn tasks. These fictional graphs attempt to summarize trends 
from experimental evidence observed in ShELL studies reported in the ‘Emerging 
approaches to lifelong learning and sharing’ section and in the Supplementary 
Information.
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the collective’s knowledge, albeit possibly with loss in efficiency or 
time delay. Figure 2c illustrates possible trends in the advantage of 
the collective with respect to a single agent in relation to better per-
formance (top) and an increase in learning speed (bottom). Although 
such metrics have been proposed previously19 for measuring objective 
1, ShELL metrics are currently under development, particularly with 
additional metrics required to capture how well objectives 2 and 3 are 
achieved. Further considerations on the expected performance of 
ShELL are reported in the Supplementary Information.

Types and timing of knowledge sharing
Agents may share different types of information with different impacts 
on how much computation is required before sharing, how much band-
width is used and whether privacy is preserved (Fig. 3a).

Agents may share curated data that best describes a task. Data 
exchange can be model agnostic but is generally paradigm specific:  
that is, labelled data for supervised learning, unlabelled data for unsu-
pervised learning and SAR tuples (state, action, reward) for reinforce-
ment learning. Data can be necessary when performing knowledge 
distillation across models93. One advantage of sharing data is that 
agents could make representative data available, that is, core data-
sets, that best capture the distribution of the task, or capture excep-
tions or anomalies. Disadvantages of exchanging data are bandwidth 
and memory requirements for high-dimensional data points such as 
images, and lack of privacy across agents or locations. This could limit 
applications in bandwidth and memory-constrained scenarios.

Agents learning different tasks are required to obtain or infer a task 
label or context information, which may be shared94. In addition, agents 
may share information such as what task they are currently learning, 
what tasks they are capable of solving, and with what performance. 
Novelty detection87,89,95 and context information96,97 are particularly 
relevant for applications with many, possibly interfering, tasks.

Exchanging model parameters allows agents to share informa-
tion that has already been extracted from data. A compact set of 
parameters can incorporate knowledge of a large amount of data. 
Bandwidth and memory utilization may be considerably reduced 
with respect to exchanging data. However, parameter transfer is gen-
erally model-specific and, therefore, less viable with heterogeneous 
collectives. Rather than sharing the entire model parameters, agents 
may also exchange partial models. This is particularly relevant when 
the model can be decomposed into modular components98, each of 
which is both reusable and exchangeable among agents. Examples of 
model components in LLMs are low-rank adaptation99, novel model 
reparametrization techniques66,100 and soft prompts101 that allow for 
fine-tuning of large models by only adjusting a significantly smaller 
set of parameters in specific parts of the model65. These approaches 
were developed to adapt large pre-trained models to specific tasks by 

searching a small subset of parameters, therefore decreasing compu-
tational costs and catastrophic forgetting. While they do not explicitly 
include LL dynamics, they are transfer learning methods that can be 
used to transfer task-specific knowledge in a compact form across 
agents that share the same LLM. In some cases, sharing components 
could enable heterogeneous agents, since model architectures can 
differ among agents, albeit with some form of model compatibility 
across agents102,103. The exchange of network sub-regions via masks94 
or other suitable subsets102,103 is also a form of transfer of partial model 
parameters. This approach can result in efficient use of bandwidth in 
scenarios where communication is highly constrained.

The emergence of neuro-symbolic AI104 has shown the promise of 
augmenting subsymbolic systems with high-level concepts that can be 
used for reasoning and explicit representations. The appeal of sharing 
symbols in ShELL systems derives from the optimization of communi-
cation and the maximization of information transfer across agents. A 
commonly defined language, however, is a pre-requisite among agents.

In a meta-learning process, the outcome of learning is a model 
that is particularly fast at learning a set of tasks with similar distribu-
tions75. A similar meta-learning process occurs with neural architecture 
search (NAS)105,106. Extending such ideas to ShELL, agents may share an 
entire learning algorithm that was the outcome of a search process, 
ideally compressing the most amount of knowledge into compact 
representations.

Timing of sharing. The timing of sharing in ShELL is asynchronous 
and not centrally coordinated. This is to allow devices with possibly 
different computation speeds or operating schedules to contribute at 
different rates and enter or leave the collective at any time. Scheduled 
or event-based messages can be sent to broadcast learned knowledge to 
other agents or request knowledge when a task requires it (on-demand; 
Fig. 3b). Broadcasting systems require criteria to decide what infor-
mation should be shared and when, but have the advantage that all 
agents receive new knowledge as soon as it is acquired. A scalability 
issue may emerge as an increased number of agents could broadcast 
large amounts of (potentially redundant) information to all other 
agents. On-demand systems make better use of bandwidth and local 
resources, only requesting what each agent deems necessary, but 
require specific task knowledge definitions and could potentially miss 
out on useful knowledge.

LL and sharing on edge devices
The algorithmic principles outlined above are hardware agnostic. 
However, one aspect that makes ShELL possible is for each agent to 
rely on its own computation to learn in the proximity of sensors and 
actuators42,43,107,108. As a result, the efficiency of learning algorithms, 
power requirements and compute/memory constraints play a more 
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important role than in ML on large servers109–112. In the past decade, 
embedded mobile devices that include CPUs, GPUs, accelerators, net-
work interfaces and sensors have gathered significant commercial 
interest. Such devices implement general-purpose computer architec-
tures on compact mobile platforms, often including neural accelera-
tors, and are designed with particular consideration for SWaP (size, 
weight and power) constraints.

ShELL objectives are not only achieved by training a model at the 
edge, but more broadly by combining multiple operations that can be 
grouped under four categories (Fig. 4): (1) input–output operations 
and data, (2) on-device (lifelong) learning, (3) communication and  
(4) power and resources management. Category 1 is typical of edge-AI 
devices that incorporate trained models for inference, for example, 
smartphones, smart cameras and autonomous vehicles17,113,114. The 
successful deployment of neural models on edge devices has led manu-
facturers to incorporate deep learning accelerators for inference on 
most portable devices59,115 and to the optimization of deep learning 
algorithms116. Category 2 is required by the on-device model train-
ing117,118 and LL algorithms. The requirement for deployment on small 
devices has lead to studies that measure and optimize computational 
loads of LL algorithms18,44,47,119–121, and more generally for model train-
ing with an emphasis on efficiency, for example, via quantization122–125. 
The computational load of LL approaches is affected by the specific 
type of algorithm, for example, replay126, regularization or parameter 
isolation methods32,44, which could involve different use of CPU, GPU 
or memory127. For agents that operate with real-time input–output 
requirements, operations in category 2 need not slow down or affect the 
operations in category 1. The demands for computation with artificial 
neural networks both at the inference and learning stages (categories 1 
and 2) motivate research in more powerful accelerators: in addition to 
GPUs and field-programmable gate arrays, application-specific inte-
grated circuits128 have been developed for ML tasks, including tensor 
processing units (TPU)129, and emerging computational approaches 
such as in-memory computing130, neuromorphic computing131–135, 
spiking neural networks135,136, integrated photonic tensor core137–139 
and others128. Communication (category 3) is a common category 
of edge devices. In ShELL, a communication module is required to 
package and send specific lifelong learning knowledge, extracted 
or managed by category 2 operations. Finally, power and resource 
management140,141 (category 4) is critical in ShELL to ensure that the 
operations in categories 1–3 are optimized and well managed given 
constraints such as battery duration and real-time requirements for 
input–output operations.

The requirements for compute time of LL operations in category 
2 depend on factors such as model size, input size, input–output 

frequency, algorithm-specific LL overheads and, crucially for ShELL, on 
how often distributions and tasks change, as well as how much knowl-
edge can be acquired via sharing. As a result, suitable ShELL hardware 
platforms may require neural accelerators that can be dynamically allo-
cated to various operations in category 2 (when learning), category 1  
(during input–output operations), category 3 when extracting or 
integrating knowledge for/from sharing, or a trade-off of all these 
when performing inference, LL and communication at the same time. 
Variable bandwidth availability also demands dynamic allocation of 
compute power: at times when communication is not possible, more 
reliance on learning at the edge may be required. Therefore, category 
4 may be also critical to dynamically partition the hardware and allo-
cate priorities, for example, accelerating learning during periods of 
input–output inactivity such as maintenance or battery recharge, or 
during times when communication is not available.

In summary, a ShELL device requires a standard computer archi-
tecture with a particular focus on neural accelerators and parallel 
execution of operations with variable demands over time. Research and 
investments on new, fast, and efficient AI accelerators128,142, particularly 
for lifelong learning127 will facilitate deployment on the edge. A key 
performance factor in ShELL is determined by the ability of an edge 
device to optimize the timing and dynamic allocations of all operations 
illustrated in Fig. 4.

Emerging approaches to lifelong learning and 
sharing
Approaches that aim to implement the objectives in ‘Synergy between 
lifelong learning and sharing’ using the methods in ‘Constituent fields 
of a lifelong learning collective’ surveyed above have been proposed 
in recent years, demonstrating the potential of the synergy of life-
long learning and sharing. In one of the first studies143, a collective LL  
algorithm (COLLA) is a network of agents that share knowledge in a 
distributed and decentralized manner. Each agent learns a local diction-
ary that reflects local knowledge based on the Alternating Direction  
Method of Multipliers (ADMM) algorithm144, and shares that knowl-
edge to improve learning on new tasks. A following study145 improves  
upon the COLLA approach to allow each agent to maintain local 
agent-specific skills in addition to sharing collective knowledge.

Parameter isolation approaches based on modulating masks40,146,147 
have shown promise to facilitate task-specific transfer of knowledge. 
The idea is to exploit task-specific representations, encoded as network 
sub-regions (masks), to transfer specific machine-learned knowledge 
across agents. In ref. 94, the authors illustrate a lifelong reinforce-
ment learning decentralized collective of agents, in which agents 
query each other for modulating masks and transfer those that are 
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Fig. 4 | List of ShELL operations and their likely hardware allocation on a typical 
computer architecture on commercially available edge devices. The illustration 
aims to summarize the large variety of operations that ShELL requires with respect 
to conventional ML approaches. The four main categories of operations are shown. 
Specific operations for each category (grey boxes), and their hardware allocation 

(0 to 5) are also shown. The blue shades highlight neural-network-specific 
computation that mostly characterizes ShELL on edge devices. Such a computation 
for LL and sharing benefits from special hardware such as GPU, field-programmable 
gate arrays (FPGAs) and application-specific integrated circuits (ASICs) to facilitate 
deployment of LL algorithm to SWaP-constrained devices.
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relevant to the current task on a peer-to-peer basis. One limitation 
is that agents require the same network backbone to be able to share 
masks, but the fixed backbone allows for knowledge reuse via a linear 
combination of masks. A similar concept is also exploited in other 
studies102,103,148–150, where task-agnostic backbones are combined with 
small sets of task-specific parameters that allow for knowledge transfer 
with minimal changes to a model151,152.

Recent extensions to federated learning have resulted in 
ShELL-likes studies, although often still based on centralized 
approaches. The methods in ref. 153 and ref. 154 proposed consecutive 
learning of classic ML datasets with an LL component in federated learn-
ing, allowing for more effective learning of non-IID datasets. Another 
extension of federated learning57,155 decomposes the network weights 
into global federated parameters and sparse task-specific parameters, 
which allow agent-specific and personalized tasks. In ref. 60, federated 
learning is extended to account for both data and model heterogeneity.

Distillation methods have been used in a continual federated 
learning approach to diffuse computation across edge devices156. Along 
with knowledge transfer, distillation can also be utilized to reduce the 
size of models for use on edge devices, while still retaining equivalent 
performance. Due to these favourable qualities, knowledge distillation 
has been used in different approaches to implementing LL and shar-
ing. Distillation approaches157,158 may involve data sharing (Fig. 3) that 
potentially violates privacy. However, recent studies have shown that 
synthetic and privacy-preserving data can be used159,160. Accompany-
ing policies with representative data (that is, core sets, special cases 
and so on) could lead to a more effective knowledge transfer, particu-
larly for heterogeneous systems156,161. Exploring selective experience 
replay93 via shareable experience replay buffers, recent studies162–165  
demonstrate a set of methods to assist radiologists in localizing  
anatomy landmarks. The issue of scalability to large networks was 
addressed with the proposal of a hub-based system in which some 
nodes act as hubs to aggregate knowledge from local sub-networks.

The advantage of a collective of robots that share risks to main-
tain safety has been explored previously166,167. Exploiting the concept 
of shield in safe reinforcement learning168, a dataset is created online 
as agents experience catastrophic actions, and share that with their 
peers. The obvious benefit is that costly mistakes need not be repeated 
if experience sharing is used. Moreover, coordination of exploration 
policies could lead to more efficient, faster and safer learning169. Further 
technical details of the studies cited in this section are provided in the 
Supplementary Information.

Application areas for ShELL technology
Application areas that can benefit from ShELL methods can be identi-
fied by four features: (1) problems that have distributed and sequential 
data, and are thus likely to observe changing distributions across loca-
tions and time; (2) a fast learning response in front of changes in the 
problem or environment is required; (3) local knowledge or policies are 
either desired or required; (4) execution on SWaP-constrained devices 
may be critical in some operation scenarios, for example, in remote 
locations or with reduced communication. Figure 5 lists application 
areas, task categories and requirements that can benefit from ShELL. 
Task feature (4) is present only for some applications because learn-
ing and sharing can be beneficial regardless of hardware and domain  
constraints. Four exemplary domains are further described in the  
following sections.

Multi-agent active sensing
Multi-agent active sensing (MAAS) refers to the problem of coordi-
nating multiple agents to strategically gather information from an 
underlying domain of interest to collectively achieve a desired sensing 
objective, for example, target detection or generative modelling of the 
domain170,171. MAAS is critical in many applications, from search and 
rescue to localization and anomaly detection in military reconnaissance 

problems172. With the recent advances in implicit neural representations 
(INRs)173, the neural radiance fields (NeRFs)174,175 and signed distance 
functions (SDFs)176,177, there is an emerging interest in using such INRs in 
MAAS. We note that ShELL technology could enable a swarm of agents 
to collectively and actively construct an INR for the domain of interest 
while being resilient to adversarial and environmental disruptions, as 
demonstrated previously178. ShELL is particularly useful in this setting 
owing to (1) the need for decentralized coordination and sharing for 
optimal model construction, (2) limited communication bandwidth and 
(3) SWaP constraints that emerge from requiring a large, yet dispensa-
ble, swarm of agents to cover vast areas of interest while maintaining 
redundancy for resilience against adversities.

Space exploration
Space exploration has been identified as a domain in which ML can 
provide significant advantages179. While an overview of all current 
ML-aided tasks in space exploration is outside the scope of this paper, 
we note that ShELL technology can be beneficial in this domain due to 
(1) large delays and limited bandwidth between distant locations180;  
(2) the requirement for autonomous navigation systems and spacecraft 
control181, ML-aided sensing182,183 and autonomous decision-making; 
(3) the need for self-adaptation due to faults, unforeseen or changing 
conditions; (4) the limited power and computation available on space-
craft. For example, with a round-trip light-time of 6 to 40 minutes184, 
communication to Mars and beyond is severely limited. Satellites and 
crafts powered by solar panels are also limited in their computational 
resources, but the need to adapt to unforeseen conditions is essential 
when human intervention is significantly reduced, delayed or absent. 
Thus, the ability to lifelong learn and effectively communicate with a 
fleet of orbiters and rovers will be a key to a successful Mars explora-
tion effort.

Responsive and personalized medicine
The application of ML to medical domains has recently benefited 
from distributed approaches based on federated learning185, in par-
ticular through enabling multi-institution collaborations186. However, 
a patient-centred approach, rather than tackling a single pathology, 
might require knowledge of a large variety of possible conditions and 
data acquisition domains (for example, genomics and imaging). If such 
knowledge is available in medical datasets, ShELL technology could be 
the key to delivering personalized, task-specific knowledge to the point 
of care187. Moreover, a constant evolution of illnesses and pathogens 
and new advanced diagnostic technologies limit large, centralized 
and single-task models to be responsive to new conditions. In such 
a context, ShELL agents that can asynchronously share experiences 
with each other to collectively learn multiple tasks over time offer a 
significant advantage over centralized single-task models164. A previous 
study163 demonstrates the use of deep reinforcement learning on edge 
devices to continually learn and adapt to changing medical imaging 
environments and adjust to low-compute devices.

Responsive distributed cyber-security systems
Concerns over the impact of cyber attacks and cyber warfare continu-
ously increase as more and more aspects of our lives depend on con-
nected devices188. ML applications to cyber security have grown in 
recent years with scientific efforts and integration into commercial 
products189–191. One challenge in this domain is that threats evolve con-
tinuously, and vary across different types of devices and locations. 
Effective responses are required at a fast time scale. This makes it dif-
ficult to train ML systems on static datasets, making such scenarios suit-
able for lifelong learning192. The distributed nature of network devices 
also implies that information on malicious activity is first recorded at 
the edge: data gathering for learning centralized models might not be 
effective. The deployment of ShELL-like systems enables continuous 
adaptation to evolving threats and, crucially, fast communication of 
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defence strategies across the collective of distributed agents. One key 
advantage of ShELL-like systems is the ability to observe a new threat or 
vulnerability at one particular node, discover an appropriate defence 
policy, and communicate that to all other nodes in the collective, which 
then becomes rapidly immune to that particular attack.

Outstanding challenges and opportunities
While studies described in ‘Emerging approaches to lifelong learning 
and sharing’ illustrate promising initial implementations of ShELL 
methods, further developments of large ShELL-like systems present 
open challenges.

•	 Scalability. Managing the connectivity of a potentially large number  
of agents is essential to achieve scalability193,194. Just as informa-
tion on the Internet is searched and transferred with the help of 
search engines and large data distribution centres, similarly, a 
collective of ML agents, while decentralized, might require hubs 
or communication nodes162,195. A perhaps even more critical aspect 
of scalability is the organization of knowledge and how to answer 
questions such as which agents know what: algorithms that define, 
label and organize tasks86 or search the collective for specific 
knowledge might be required.

•	 Protocols. The methods reviewed in ‘Emerging approaches to 
lifelong learning and sharing’ reveal that the choice of what data 
is transferred across agents, and their timing, can vary across 
different ShELL algorithms, implying that a unified approach has 
not yet been identified, or may not be desirable given different 
requirements and domains. The different types of data transfer 
highlighted in Fig. 3 suggest that standards, protocols and possibly 
even a language, are required to enable a widespread distribution 
of machine-learned knowledge.

•	 Computation. The development of AI accelerators in hardware will 
be key to determining the rate of diffusion of learning at the edge127. 
Current trends suggest that learning at the edge will become more 
feasible, although computing power alone will not be sufficient 
to solve the algorithmic challenges of ShELL that will ultimately 
determine its effectiveness and widespread use.

Despite the aforementioned challenges, ShELL algorithms 
have the potential to augment the capabilities of the latest and most 
advanced AI models, including transformer networks196,197 and foun-
dation models198,199. The increasingly large amount of data and the 
computing power required to train foundation models may limit their 
scalability, and already limit the number of entities that possess suf-
ficient resources for full re-training (for example, development and 
training cost of GPT-4 exceeded US$100 million200). If such models can 
integrate new knowledge over a lifetime, and request knowledge from 
other models, the need to re-train and use large amounts of data could 
be reduced. When required, knowledge from similar models could 
be retrieved on particular topics for example, the specific laws of a 
country, the policies of one organization, or new scientific or technical 
knowledge recently developed.

A collective of ShELL agents has the potential to give rise to a 
worldwide network of AI. Therefore, it is essential to take a long-term 
view of the risks201 of such a possibility. We highlight the following two 
main risks and suggest related mitigating approaches.

•	 Malicious attacks or errors. A learning and sharing collective may 
be vulnerable to malicious attacks: knowledge obtained from 
other agents might be incorrect or set up to deceive. While this 
is not a new problem when dealing with information, the fast 
and automatic nature of a ShELL collective could lead to worse 

Fig. 5 | List of application areas, task categories and learning tasks that are 
suitable to ShELL systems. The first three features are common to all identified 
areas because they summarize the typical ShELL-suitable domains, that is, 
distributed and sequential data with changing distributions, fast response 

(learning) time desired/required, and local or personalized policies required/
desired. The last common feature, learning on edge devices in remote locations 
with reduced communication, may be found in some application areas.
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consequences. Solutions could involve relying on a close collec-
tive of trusted agents. Even more effectively, knowledge acquired 
from other agents could be tested and validated before use. As ML 
applications are increasingly adopted in different areas of society, 
it may be beneficial for agents to incorporate mechanisms to verify 
the alignment of acquired knowledge with their objectives. This 
will be essential in mission-critical operations where safety and 
compliance with specific standards need to be ensured. A govern-
ance issue202 might also emerge if each agent in the population 
can obtain any information, expand it, and use it for individual 
objectives. As a consequence, since a decentralized collective of 
agents has no central governance, responsibility, and account-
ability might be unclear.

•	 Fast and autonomous knowledge sharing. The potential for an 
AI agent to acquire and disseminate unethical or illicit capabili-
ties at a very fast time scale, before human intervention, poses 
a significant concern. Eliminating knowledge from a number of 
agents or terminating them may not be sufficient to remove or 
control knowledge that has spread across a collective. A similar 
issue is already present with the Internet, which makes eradicat-
ing specific information particularly difficult once it has spread. 
In addition, the processes used by LL agents when integrating 
new knowledge in their models may be difficult to reverse, that is, 
to unlearn203. Although the alignment problem204 is not specific  
to ShELL, the rapidity of spreading malicious information or skills 
across a ShELL collective could amplify the problem. Entities 
that integrate knowledge over a lifetime, continuously adapt to 
new situations, and rapidly share new knowledge with all their 
peers, like in ShELL, have been proposed in science fiction to 
voice concerns over collective AI-related risks (for example, the 
Borg collective from the Star Trek franchise). However, we posit 
that a key safety aspect in the research highlighted in this paper 
is a decentralized structure of independent and autonomous 
agents with possibly different goals. Sharing among LL agents 
that maintain individual objectives and agency could provide 
an efficient, diverse and resilient democracy of AI to contrast the 
emergence of few, large and centralized AI models205,206. Efforts to 
categorize and label specific knowledge for optimized sharing may 
improve transparency and result in a more explainable structure 
of machine-learned knowledge or policies, for example, through 
modular or component-wise isolation98.

Conclusion
The ideas and research in this paper highlight new trends that point 
to a better reuse of machine-learned knowledge. The reuse can hap-
pen within a lifelong learning agent that learns incrementally without 
forgetting98, and among agents that exchange machine-learned knowl-
edge. Converging fields and recent studies surveyed in this Perspective 
demonstrate the feasibility of such concepts, but a widespread use of 
the technology will depend on the convergence to common AI com-
munication protocols for LL and further developments of hardware to 
learn at the edge. Knowledge reuse could lead to long-term scalability 
of AI that may be fully achieved only if machine-learned knowledge can 
be added incrementally and shared among agents, resulting also in the 
reduction of energy and carbon footprint of increasingly large sys-
tems25,26,200,207. The autonomous reuse and sharing of machine-learned 
knowledge has the potential to significantly accelerate progress in AI 
capabilities and see the emergence of more powerful systems that 
retrieve, integrate and build upon existing knowledge to achieve more 
complex goals at significantly shorter time scales.
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