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#### Abstract

Motivated by the fact that competitive analysis yields too pessimistic results when applied to the paging problem, there has been considerable research interest in refining competitive analysis and in developing alternative models for studying online paging.

In this paper, we propose a new, simple model for studying paging with locality of reference. The model is closely related to Denning's working set concept and directly reflects the amount of locality that request sequences exhibit. We use the page fault rate to evaluate the quality of paging algorithms, which is the performance measure used in practice.

We develop tight or nearly tight bounds on the fault rates achieved by popular paging algorithms such as LRU, FIFO, deterministic Marking strategies and LFD. These bounds show that LRU is an optimal online algorithm, whereas FIFO and Marking strategies are not optimal in general. We present an experimental study comparing the page fault rates proven in our analyses to the page fault rates observed in practice.
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## 1. Introduction

Paging is a fundamental and extensively studied problem. Consider a two-level memory system consisting of a small fast memory, that can hold $k$ pages, and a large slow memory. The system must serve a sequence of requests to memory pages. A request can be served if the page to be accessed is in fast memory. If a requested page is not in fast memory, a page fault occurs. The missing page must then be loaded into fast memory and, simultaneously, a page must be evicted from fast memory in order to make room for the new page. A paging algorithm decides which page to evict on a fault. This decision must usually be made online, i.e., without knowledge of any future requests. The goal is to minimize the number of page faults.

Early work on paging analyzed online algorithms assuming that request sequences are generated by probability distributions, see e.g., [10]. Sleator and Tarjan [15] introduced competitive analysis and showed that the paging strategies least-recently-used (LRU) and first-in-first-out (FIFO) achieve an optimal competitive ratio of $k$. An online algorithm $\mathcal{A}$ is $c$-competitive if, for all request sequences, the number of page faults incurred by $\mathcal{A}$ is at most $c$ times the number of faults incurred by an optimal offline algorithm. Practitioners criticized these results because, in practice, LRU and FIFO achieve performance ratios that are much smaller than $k$. An experimental study presented by Young [18] shows ratios between 1, 2 and 3. It is also known that LRU outperforms FIFO and general deterministic Marking strategies, such as flush-when-full (FWF ), which are also $k$-competitive [17]. Thus, competitive analysis does not properly discern between the behavior of different algorithms. The flaw of competitive analysis is that it considers arbitrary request sequences, whereas, in practice, request sequences have some structure, i.e., they exhibit locality of reference.

For this reason there has been considerable research interest in refining competitive analysis and developing alternative models for studying online paging. Young [18] and Borodin et al. [2] initiated this line of research. Young [18] defined the notion of loose competitiveness, where paging algorithms are evaluated for varying fast memory sizes, ignoring input sequences that give a high competitive ratio for only a few sizes of the fast memory as well as sequences giving a low fault rate for most sizes of the fast memory. Borodin et al. [2] introduced the concept of access graphs to model locality of reference. In an access graph $G$, each node represents a memory page. A request sequence is consistent with $G$ if a request to a page $p$ is followed by a request to a page that is adjacent to $p$ in the graph. Access graphs were also studied in a number of subsequent papers $[4,8,9,11]$. It was shown that paging algorithms taking the underlying access graph into account can outperform standard paging algorithms and that the competitiveness of LRU is never worse than that of FIFO. Karlin et al. [12] modeled locality of reference by assuming that request sequences are generated by a Markov chain. They analyzed the page fault rate of paging algorithms and developed an algorithm that achieves an optimal fault rate, for any Markov chain. Torng [17] analyzed the total access time of paging algorithms. He assumes that the service of a request to a page in fast memory costs 1 , whereas a fault incurs a penalty of $p, p>1$. In his model a request sequence exhibits locality of reference for working sets of size $m$ if the average length of a maximal subsequence containing requests to $m$ distinct pages is much larger than $m$. Note that there is some similarity with $f^{-1}$ defined in Section 5. Koutsoupias and Papadimitriou [13] proposed the diffuse adversary model for studying general online algorithms. In this model a request sequence is generated by a probability distribution $D$ that is chosen from a class $\Delta$ of distributions known to the online algorithm. Koutsoupias and Papadimitriou also introduced a comparative analysis which compares the performance of algorithms from given classes of algorithms.


Fig. 1. Working set size as a function of the window size.

In this paper, we propose a new model for studying paging with locality of reference.

- The model is very simple and closely related to Denning's working set model [6]. It directly reflects the amount of locality exhibited by request sequences. We restrict the class of request sequences from which an adversary may choose a sequence but make no probabilistic assumptions regarding the input.
- We evaluate paging algorithms in terms of their fault rate, the performance measure used by practitioners. We give tight or nearly tight bounds on the fault rates achieved by LRU, FIFO, deterministic Marking strategies and longest-forward-distance (LFD). We show that LRU is an optimal online algorithm in our model but that FIFO and marking strategies are not optimal in general.
- We have performed an experimental study with request sequences from standard corpora, comparing the fault rates proven in our analyses to the fault rates observed in practice. The gap between the theoretical and observed fault rates is considerably smaller than the corresponding gap in competitive analysis. This is the first time that the theoretical bounds developed in an alternative paging model are compared to the performance observed in practice.


## 2. The model

In modeling locality of reference we go back to the working set concept by Denning [6,7] that is also used in standard text books on operating systems [5,16] to describe the phenomenon of locality. In practice, during any phase of execution, a process references only a relatively small fraction of its pages. The set of pages that a process is currently using is called the working set. Determining the working set size in a window of size $n$ at any point in a request sequence, one obtains, for variable $n$, a function whose general behavior is depicted in Fig. 1. The function is increasing and concave. Denning [6] shows that this is in fact a mathematical consequence of the working set model, assuming statistical regularities locally in a request sequence.

Inspired by this simple and natural model we devise two ways of modeling locality of reference. In both models, we assume that an application is characterized by a concave function $f$; the application generates request sequences that are consistent with $f$. In the Max-Model a request sequence is consistent with $f$ if the maximum number of distinct pages referenced in a window of size $n$ is at most $f(n)$, for any $n \in \mathbb{N}$. In the Average-Model a request sequence is consistent with $f$ if the average number of distinct pages referenced in a window of size $n$ is at most $f(n)$, for any $n \in \mathbb{N}$.

In our model the function $f$ characterizes the maximum/average working set size globally in a request sequence, whereas the original working set model considers working set sizes locally. The Max-Model is closely related to the original working set model. On the other hand, the Average-Model permits a larger class of request sequences. It is interesting if an application changes the working set completely at certain times in a request sequence.

We performed extensive experiments with traces from standard corpora, analyzing maximum/average working set sizes in windows of size $n$, see Section 7 for details. In all of the cases, the functions have an overall concave shape. Even in very large windows, the number of distinct pages referenced is very small. This demonstrates that the model we propose here is indeed reasonable for studying paging algorithms.

What properties do relevant functions $f$ have, apart from being increasing and concave? Since windows of size 1 contain exactly one page, $f(1)=1$. If windows of size $n$ contain at most $m$ pages, then a window of size $n+1$ can contain at most $m+1$ pages. Thus, in the Max-Model, $f$ is surjective on the integers between 1 and its maximum value, i.e., for all natural numbers $m$ between 1 and $\sup \{f(n) \mid n \in \mathbb{N}\}$, there exists an $n$ with $f(n)=m$.

For a given application, a good approximation of $f$ is easy to determine. One only has to scan a sufficiently long request sequence and compute the maximum/average number of pages in windows of size $n$. A function obtained by analyzing real data might not be concave in all intervals. However, this is no problem. Essentially, we can use any concave function $f$ that is an upper bound on the observed data points, e.g., we can take the upper convex hull of the points. We only need that $f(n)$ is an upper bound on the maximum/average number of pages in windows of size $n$, and $f(n)$ need not even be integral for all $n$. Therefore, we will work with general functions $f: \mathbb{N} \rightarrow \mathbb{R}_{+}$, which will allow us to state concavity in a simple way.

Definition 1. A function $f: \mathbb{N} \rightarrow \mathbb{R}_{+}$is concave* if
(i) $f(1)=1$ and
(ii) $\forall n \in \mathbb{N}$ : $f(n+1)-f(n) \geqslant f(n+2)-f(n+1) \geqslant 0$.

In the Max-Model we additionally require that $f$ be surjective on the integers between 1 and its maximum value.

Both in the Max- and in the Average-Model, given a concave* function $f$, we will analyze the performance of paging algorithms on request sequences that are consistent with $f$. Practitioners use the fault rate to evaluate the performance of paging algorithms. We will use this measure, too. For a paging algorithm $\mathcal{A}$ and a request sequence $\sigma$, let $\mathcal{A}(\sigma)$ be the number of page faults incurred by $\mathcal{A}$ on $\sigma$ and let $|\sigma|$ be the length of $\sigma$. The fault rate of $\mathcal{A}$ on $\sigma$ is $F_{\mathcal{A}}(\sigma)=\mathcal{A}(\sigma) /|\sigma|$. We are interested in the worst case performance on all sequences that are consistent with $f$.

Definition 2. The fault rate of a paging algorithm $\mathcal{A}$ with respect to a concave* function $f$ is

$$
F_{\mathcal{A}}(f):=\inf \left\{r \mid \exists n \in \mathbb{N}: \forall \sigma, \sigma \text { consistent with } f,|\sigma| \geqslant n: F_{\mathcal{A}}(\sigma) \leqslant r\right\} .
$$

Throughout the paper, we will assume that the functions considered are concave*. Moreover, we assume that the functions have maximum values of at least $k+1$, since otherwise the fault rate of any reasonable paging algorithm is 0 .

## 3. Algorithms

We briefly describe the algorithms analyzed in this paper.

- LRU (Least-Recently-Used): on a fault, evict the page whose most recent request was earliest.
- FIFO (First-In-First-Out): on a fault, evict the page that has been in fast memory longest.
- Deterministic Marking algorithms: a request sequence is processed in phases. At the beginning of a phase, all pages are unmarked. Whenever a page is requested, it is marked. On a fault, an arbitrary unmarked page is evicted from fast memory. A phase ends immediately before a fault when there are $k$ marked pages in fast memory. LRU is a marking algorithm.
- $F W F$ (Flush-When-Full): FWF is a very primitive marking algorithm which, at the end of each phase, evicts all pages in fast memory.
- LFD (Longest-Forward-Distance): evict the page whose next request is farthest in the future.

LFD, in contrast to the online algorithms mentioned above, is an offline algorithm that cannot be applied in practice. However, since LFD is an optimal offline algorithm-on any request sequence it achieves the minimum number of page faults [1]-it is interesting to analyze its fault rate.

## 4. Results

Both for the Max- and the Average-Model we develop tight or nearly tight bounds on the fault rates achieved by popular paging algorithms such as LRU, FIFO, deterministic Marking strategies and LFD. The results are summarized in Table 1. $M$ denotes the maximum number of distinct pages that can be requested in any sequence consistent with $f$, and $f^{-1}$ is the inverse function of $f$, formally defined in Section 5. For the Average-Model, we state only approximate fault rates for the class of marking algorithms, FWF, and LFD. The exact (and more complicated) values can be found in the text in this section and in Sections 6.3 and 6.4. Though it does not appear from the table, these bounds are actually tight.

In Section 5, we investigate the Max-Model. We prove a general lower bound of $\frac{k-1}{f^{-1}(k+1)-2}$ on the fault rate of deterministic online paging algorithms, and prove that the fault rate of LRU exactly matches this lower bound. Hence, LRU is an optimal deterministic online algorithm in the Max-Model.

LRU is a special Marking strategy. We show, however, that general deterministic Marking strategies are not as good as LRU. We prove a lower bound of $\frac{k}{f^{-1}(k+1)-1}$ on the fault rate of a class of Marking algorithms that includes FWF. We further prove that this class is worst possible among Marking algorithms, i.e., we prove an upper bound on the fault rate of any Marking algorithm matching this lower bound.

For FIFO, we prove a lower bound of $\frac{k-1 / k}{f^{-1}(k+1)-1}$ and an almost matching upper bound of $\frac{k}{f^{-1}(k+1)-1}$. The gap between the lower bound for FIFO and the fault rate of LRU is small. However, in our experiments the difference in the fault rates observed for LRU and FIFO is also small, see Section 7.

We finally study LFD and show that its fault rate depends on the total number $M$ of pages that may be requested. We show that LFD has a fault rate of at least $\max \left\{\frac{m}{f^{-1}(k+m)-1}\right\}$, where the maximum is taken over all positive integers $m$ with $m+k \leqslant M$. We prove an upper bound that is about a factor of 2 away from this lower bound.

In Section 6, we study the Average-Model. We prove that every deterministic online paging algorithm has a fault rate of at least $\frac{f(k+1)-1}{k}$.

Table 1
Fault rates of all algorithms considered in this work

|  | Max-Model | Average-Model |
| :--- | :--- | :--- |
| Online | $\geqslant \frac{k-1}{f^{-1}(k+1)-2}$ | $\geqslant \frac{f(k+1)-1}{k}$ |
| LRU | $=\frac{k-1}{f^{-1}(k+1)-2}$ |  |
| FIFO | $\geqslant \frac{k-1 / k}{f^{-1}(k+1)-1}, \leqslant \frac{f(k+1)-1}{k}$ |  |
| Marking | $\leqslant \frac{k}{f^{-1}(k+1)-1}$ | $=\frac{f(k+1)-1}{k}$ |
| FWF | $=\frac{k}{f^{-1}(k+1)-1}$ | $\leqslant \frac{4}{3} \frac{f(k)}{k}$ |
| LFD | $\geqslant \max _{m \in \mathbb{N}}\left\{\left.\frac{m}{k+m \leqslant M} \right\rvert\,\right.$ | $\approx \frac{4}{3} \frac{f(k)}{k}$ |

In the Average-Model, both LRU and FIFO are optimal, i.e., they achieve a fault rate equal to the lower bound. On the other hand, there are Marking strategies that are considerably worse. We identify a class of Marking algorithms including FWF and concave* functions for which the fault rate is approximately $\frac{4}{3} \frac{f(k)}{k}$. If $k$ is even, the exact fault rate is $\frac{4 k}{3 k+2} \frac{f(k)}{k}$. If $k$ is odd, then there is an additive $-1 / k$ in the denominator of the first term. We prove that this is the worst possible fault rate for Marking algorithms.

We also develop tight bounds for LFD. The fault rate depends again on the total number $M$ of pages that may be requested. If $k$ is odd, then the exact fault rate is $\frac{4 M-4 k}{4 M-k-3} \frac{f(k+1)}{k+1}$. If $k$ is even, there is an additive $-1 /(k+1)$ in the denominator of the first term. If $M$ is approximately $k$, LFD has page fault rate close to 0 , as expected. If $M$ is large compared to $k$, the fault rate is close to $\frac{f(k+1)}{k+1}$.

In Section 7, we present the experimental study mentioned already a few times in this text. We first demonstrate that our models for quantifying locality is indeed reasonable from a practical point of view and then compare the fault rates developed in our models to the fault rates observed in practice.

For the Max-Model, the results are quite good. The gap between the theoretical and observed bounds is considerably smaller than the corresponding gap in competitive analysis, unless the size of the fast memory is extremely small. As the size of the fast memory increases, the gap decreases and is very small for large fast memories.

For the Average-Model, the results are not as good. Here, we still have a considerable gap between the theoretical and observed fault rates. Our explanation for this phenomenon is as follows. The AverageModel permits a larger class of request sequences than the Max-Model. This larger class may contain request sequences that cause high fault rates in the mathematical analyses but typically do not occur in practice. We conclude that while the Average-Model is interesting from a mathematical point of view, the Max-Model seems to model more accurately the request sequences that occur in practice.

## 5. Paging in the Max-Model

We first study the Max-Model. Given a concave* function $f, f(n)$ is an upper bound on the maximum number of distinct pages encountered in any $n$ consecutive requests of a request sequence. In this section, we will assume that $f(2)=2$, because $f(2)<2$ only permits request sequences referencing a single
page, and for such sequences the page fault rate of any reasonable algorithm is 0 . Furthermore, we consider only the case $k \geqslant 2$. If $k=1$ an adversary can easily cause a fault rate of 1 for any paging algorithm because $f(2)=2$. For the analyses of the fault rates we need to define the inverse function of $f$. Let $M=\sup \{\lfloor f(n)\rfloor \mid n \in \mathbb{N}\}$. Define $f^{-1}:\{m \in \mathbb{N} \mid m \leqslant M\} \rightarrow \mathbb{N}$ by

$$
f^{-1}(m):=\min \{n \in \mathbb{N} \mid f(n) \geqslant m\} .
$$

Thus, $f^{-1}(m)$ is the smallest possible size of a window containing $m$ distinct pages. The following proposition will be crucial in our analyses.

Proposition 1. $f^{-1}$ is a strictly increasing function satisfying

$$
f^{-1}(m)-f^{-1}(m-1) \geqslant f^{-1}(m-1)-f^{-1}(m-2) \quad \text { for all } 3 \leqslant m \leqslant M
$$

Proof. We prove the stated inequality. Since $f^{-1}(2)-f^{-1}(1)=1$, this immediately implies that $f^{-1}$ is strictly increasing.

Since $f$ is surjective on the integers between 1 and its maximum value (Definition 1), there exist integers $n_{m-2}, n_{m-1}$, and $n_{m}$ such that $f\left(n_{m-2}\right)=m-2, f\left(n_{m-1}\right)=m-1$, and $f\left(n_{m}\right)=m$, for $3 \leqslant m \leqslant M$. Now,

$$
1=f\left(n_{m}\right)-f\left(n_{m-1}\right)=\sum_{i=n_{m-1}}^{n_{m}-1}(f(i+1)-f(i))
$$

and

$$
1=f\left(n_{m-1}\right)-f\left(n_{m-2}\right)=\sum_{i=n_{m-2}}^{n_{m-1}-1}(f(i+1)-f(i))
$$

Since $f$ is concave (Definition 1 (ii)), each term in the second sum is at least as large as each term in the first sum, so the first sum must have at least as many terms as the second one. Therefore,

$$
f^{-1}(m)-f^{-1}(m-1)=n_{m}-n_{m-1} \geqslant n_{m-1}-n_{m-2}=f^{-1}(m-1)-f^{-1}(m-2),
$$

proving the proposition.
We first develop a lower bound on the fault rate that can be achieved by any deterministic online paging algorithm and then show that LRU is optimal.

Theorem 1. Let $\mathcal{A}$ be any deterministic online paging algorithm. Then

$$
F_{\mathcal{A}}(f) \geqslant \frac{k-1}{f^{-1}(k+1)-2}
$$

Proof. We construct a family of request sequences $\sigma_{n}$, where the length $n$ of a sequence can be made arbitrarily large, such that $\mathcal{A}$ 's fault rate on any of the sequences is at least the desired bound. We need $k+1$ distinct pages $p_{1}, \ldots, p_{k+1}$. A request sequence is constructed in phases, each of which has a length of $f^{-1}(k+1)-2$ and is composed of $k-1$ blocks. A block is a subsequence of requests, all to the page that was not in $\mathcal{A}$ 's fast memory at the end of the previous block. Thus, $\mathcal{A}$ has a cost of 1 in each block and a cost of $k-1$ in each phase. In each phase, block $j, 1 \leqslant j \leqslant k-1$, starts with request $f^{-1}(j+1)-1$. Note that the partitioning of the phases into blocks is well-defined, since $f(2)=2$. Thus, the first block of a phase starts with the first request of the phase. Within a phase, block $j, 1 \leqslant j \leqslant k-1$, has a length of $\left(f^{-1}(j+2)-1\right)-\left(f^{-1}(j+1)-1\right)=f^{-1}(j+2)-f^{-1}(j+1)$. By Proposition $1, f^{-1}$ is strictly increasing. Thus, the blocks are non-empty and the constructed sequence is well-defined. Also, within a phase the block lengths are non-decreasing.

It remains to show that the request sequence is consistent with $f$. To this end it suffices to show that any subsequence with $j$ distinct pages has a length of at least $f^{-1}(j)$. For $1 \leqslant j \leqslant 2$, there is nothing to show because $f^{-1}(j)=j$ in this case. The most interesting range of $j$ is $3 \leqslant j \leqslant k$. Any subsequence with $j$ distinct pages must (partially) cover at least $j$ consecutive blocks. Since the blocks are homogenous with respect to the requested page, a subsequence of minimal length with $j$ distinct pages only contains the last request of the first block partially covered and, analogously, only the first request of the last block partially covered. Extending the subsequence further into the first or last block, we do not gain any additional pages but only increase the length of the subsequence. As stated above, the block lengths in a phase are non-decreasing. Thus, a subsequence with $j$ distinct pages of minimal length fully covers the first $j-2$ blocks of a phase and includes the last request of the previous phase as well as the first request of block $j-1$. The length is $\left(f^{-1}(j)-1\right)+1=f^{-1}(j)$.

We finally have to consider $j=k+1$. A subsequence with $k+1$ distinct pages must partially include at least $k+1$ blocks and has a length of at least $\left(f^{-1}(k+1)-2\right)+2=f^{-1}(k+1)$.

Theorem 2. The fault rate of $\operatorname{LRU}$ is $F_{\mathrm{LRU}}(f) \leqslant \frac{k-1}{f^{-1}(k+1)-2}$.

Proof. Let $\sigma$ be an arbitrary request sequence consistent with $f$. We partition the request sequence into phases such that each phase contains exactly $k-1$ faults made by LRU (except for possibly the last phase) and starts with a fault. In general, the $i$ th phase, $i \geqslant 2$, starts with the $((i-1)(k-1)+1)$ st fault and ends immediately before the $(i(k-1)+1)$ st fault. The last phase might be incomplete. LRU incurs a cost of at most $k-1$ per phase. We show that each phase, except for possibly the first and the last one, has a length of at least $f^{-1}(k+1)-2$. Consider an arbitrary phase $P$ different from the first and the last phase. We argue that the subsequence of $\sigma$ starting at the last request before $P$ and ending at the first request after $P$ (including that request) contains $k+1$ distinct pages. This implies that $P$ has a length of at least $f^{-1}(k+1)-2$. Let $x$ be the page referenced by the last request before $P$. Phase $P$ and the first request after $P$ include $k$ page faults. If these page faults are on distinct pages different from $x$, then we are done. If one of the faults is on $x$, then $x$ must have been evicted in $P$ at some fault to a page $y$. At that time $x$ was the least recently requested page in fast memory and hence we have identified $k+1$ distinct pages in our subsequence. The same argument applies to the case that LRU faults twice on requests to
some page $z, z \neq x$. To conclude, $\sigma$ consists of at most

$$
1+\left\lceil\frac{|\sigma|-\ell}{f^{-1}(k+1)-2}\right\rceil \leqslant \frac{|\sigma|}{f^{-1}(k+1)-2}+2
$$

phases, where $\ell$ denotes the length of the first phase. In each phase LRU has at most $k-1$ faults. Thus, the fault rate on $\sigma$ is bounded by

$$
\frac{k-1}{f^{-1}(k+1)-2}+\frac{2 k-2}{|\sigma|}
$$

where the last term gets arbitrarily small for increasing $|\sigma|$.
LRU is a special Marking strategy. We show, however, that Marking algorithms, in general, are not as good as LRU, i.e., there is a class of Marking algorithms including FWF that have a higher fault rate. In the following, we first give an upper bound and then provide a matching lower bound.

Theorem 3. The fault rate of any Marking algorithm $\mathcal{M}$ is

$$
F_{\mathcal{M}}(f) \leqslant \frac{k}{f^{-1}(k+1)-1} .
$$

Proof. A Marking algorithm $\mathcal{M}$ partitions a request sequence $\sigma$ into phases consisting of requests to $k$ distinct pages (except for possibly the last one) such that it incurs a fault on the first request of each phase. Any subsequence that starts at the beginning of the phase and ends immediately after the first request of the next phase has length $f^{-1}(k+1)$ because the $k$ pages requested in the phase are all different from the first page requested in the next phase. Thus, all but the last phase have a length of at least $f^{-1}(k+1)-1$ each. The request sequence consists of at most

$$
\left\lceil\frac{|\sigma|}{f^{-1}(k+1)-1}\right\rceil \leqslant \frac{|\sigma|}{f^{-1}(k+1)-1}+1
$$

phases, each causing at most $k$ faults. Thus, the fault rate on $\sigma$ is bounded by

$$
\frac{k}{|\sigma|}\left(\frac{|\sigma|}{f^{-1}(k+1)-1}+1\right) \leqslant \frac{k}{f^{-1}(k+1)-1}+\frac{k}{|\sigma|} .
$$

The next theorem implies that the upper bound of Theorem 3 cannot be improved, in general.

Theorem 4. There are Marking strategies $\mathcal{M}^{*}$, including FWF, whose fault rates are

$$
F_{\mathcal{M}}(f) \geqslant \frac{k}{f^{-1}(k+1)-1} .
$$

Proof. We simultaneously describe the family of request sequences $\sigma_{n}$ and the behavior of the Marking algorithms $\mathcal{M}^{*}$. As usual we need a set of $k+1$ pages $p_{1}, \ldots, p_{k+1}$. A request sequence consists of the
phases constructed by the given Marking algorithm. Each phase is composed of $k$ blocks, where a block is a subsequence of requests to the same page. Within a phase, block $j$ has a length of $f^{-1}(j+1)-f^{-1}(j)$, for $1 \leqslant j \leqslant k$. Proposition 1 ensures that the block lengths are well-defined, i.e., they are non-zero, and non-decreasing in a phase. The total length of a phase is $f^{-1}(k+1)-1$.

In the first phase, the $j$ th block consists of requests to $p_{j}, 1 \leqslant j \leqslant k$. Suppose that we have already constructed $i$ phases such that each phase contains exactly $k$ distinct pages. We show how to construct the $(i+1)$ st phase. The first block of phase $i+1$ consists of $f^{-1}(2)-f^{-1}(1)=2-1$ request to the unique page that was unmarked at the end of phase $i$. The Marking algorithm $\mathcal{M}^{*}$ has a fault on this request. We assume that $\mathcal{M}^{*}$ evicts the page that was requested in the last block of phase $i$. Note that this is the case for FWF. Each of the next $k-1$ blocks of the phase references the page that is not in the fast memory of $\mathcal{M}^{*}$ at the beginning of that block. Thus, $\mathcal{M}^{*}$ has a total of $k$ faults in a phase, which gives the desired fault rate. The pages requested in the $k$ blocks of a phase are distinct. By construction, the page requested in the second block of a phase is equal to the page requested in the last block of the previous phase.

It remains to prove that the request sequence is consistent with $f$. We show that any subsequence with $j$ distinct pages has a length of at least $f^{-1}(j), 1 \leqslant j \leqslant k+1$. For $j \in\{1,2\}$, there is nothing to show because $f^{-1}(j)=j$ for these two values. For any $j$ with $3 \leqslant j \leqslant k+1$, a subsequence with $j$ distinct pages must partially cover at least $j$ consecutive blocks because blocks are homogenous with respect to the requested page. The block lengths are non-decreasing in a phase. Thus, if $3 \leqslant j \leqslant k$, a subsequence with $j$ distinct pages of minimal length starts at the beginning of a phase and ends after the first request of block $j$. The length is exactly $f^{-1}(j)$. The final case $j=k+1$ needs some extra arguments. A subsequence with $k+1$ distinct pages must contain requests from two consecutive phases. If the subsequence fully covers some phase $i$, then we are done because a phase has length $f^{-1}(k+1)-1$ and one additional request must be covered. Otherwise the phase partially covers two consecutive phases $i$ and $i+1$. In this case the subsequence must partially cover at least $k+2$ blocks because the page in the $k$ th block of phase $i$ is the same as the second block of phase $i+1$. Since the length of $k$ consecutive blocks is exactly equal to the length of a phase, the subsequence has length at least $\left(f^{-1}(k+1)-1\right)+1=f^{-1}(k+1)$.

In the following, we show that FIFO is not an optimal online algorithm in our model. We first develop a lower bound on FIFO's fault rate and then present a nearly matching upper bound.

Theorem 5. If $f^{-1}(4)-f^{-1}(3)>f^{-1}(3)-f^{-1}(2)$, then

$$
F_{\mathrm{FIFO}}(f) \geqslant \frac{k-1 / k}{f^{-1}(k+1)-1} .
$$

Straightforward algebraic manipulations show that the fault rate of FIFO given in the last theorem is in fact larger than that of LRU. The condition on $f$ means that there must be some locality in windows of size 5, i.e., $f(5) \leqslant 4$. We can relax the constraint such that there must be some locality in the request sequence, i.e., $f^{-1}(m)-f^{-1}(m-1)>f^{-1}(m-1)-f^{-1}(m-2)$ for some $m \geqslant 3$, but then our lower bound becomes slightly weaker.

Proof of Theorem 5. Let $p_{0}, \ldots, p_{k}$ be $k+1$ distinct pages. We construct a family of request sequences $\sigma_{n}$. A request sequence consists of an initial request to $p_{k}$ followed by a sequence of phases, each composed of $k-1$ blocks. The blocks are not homogeneous; each block consists of one request to some page $p_{i}$,
$0 \leqslant i \leqslant k-1$, followed by one or more requests to $p_{k}$, depending on the length of the block. In the sequence of blocks, the pages $p_{0}, \ldots, p_{k-1}$ are requested in cyclic order, i.e., in the $j$ th block in the request sequence the first request is made to $p_{(j-1) \bmod k}$. The block lengths are as follows. In any phase, the first block has length $f^{-1}(3)-f^{-1}(2)+1$ and the $j$ th block has a length of $f^{-1}(j+2)-f^{-1}(j+1)$, for $j=2, \ldots, k-1$. By Proposition 1 and the condition on $f$, the block lengths are non-decreasing, the first block having a length of $f^{-1}(3)-f^{-1}(2)+1 \geqslant 3-2+1=2$. Thus, each block contains at least one request to $p_{k}$. The total length of a phase is $f^{-1}(k+1)-f^{-1}(2)+1=f^{-1}(k+1)-1$. In the rest of the proof we will argue that the constructed request sequence is indeed consistent with $f$ and that in any $k$ consecutive phases, which we call a super phase, FIFO incurs $(k-1)(k+1)$ faults. This gives a fault rate of

$$
\frac{(k-1)(k+1)}{k\left(f^{-1}(k+1)-1\right)}=\frac{k-1 / k}{f^{-1}(k+1)-1}
$$

as desired.
We first prove consistency with $f$ by arguing that any subsequence with $j$ distinct pages has a length of $f^{-1}(j)$. For $j \in\{1,2\}$ there is nothing to show. Consider a $j$ with $3 \leqslant j \leqslant k$. Any subsequence with $j$ distinct pages must span more than a block because a block contains only two distinct pages. A subsequence of minimal length does not start with a prefix of requests to $p_{k}$ because that page is contained in the next block anyway. Thus, it starts at the beginning of a block and extends at least beyond the first request of the $(j-2)$ nd following block. Since block lengths are non-decreasing in a phase, a subsequence with $j$ distinct pages has a length of at least $f^{-1}(j)+1-f^{-1}(2)+1=f^{-1}(j)$. Finally, a subsequence with $k+1$ distinct pages must span more than a phase and hence its length is at least $f^{-1}(k+1)$.

We now analyze the number of faults made by FIFO in a super phase. Assume that the initial fast memory is empty. FIFO first misses on $p_{k}$ and then on $p_{0}, \ldots, p_{k-1}$, which are requested in the next $k$ blocks. On $k$ consecutive faults, FIFO never misses twice on the same page. Thus, the fault sequence is $p_{k}, p_{0}, \ldots, p_{k-1}$, which repeats in cyclic order. We show inductively that FIFO misses on the first request of each block. This clearly holds for the first $k$ blocks. Suppose that FIFO misses on the first request of block $j, j \geqslant k$. If page $p_{i}$ with $i<k-1$ is requested, then $p_{i+1}$ is evicted, which is referenced in block $j+1$. If $p_{k-1}$ is requested, then $p_{k}$ is evicted, which is referenced in the same block. The fault on $p_{k}$ causes an eviction of $p_{0}$, requested in the next block. Our proof also shows that FIFO has two page faults on any block with a request to $p_{k-1}$. In any $k$ consecutive phases, $k-1$ of these contain such a block. Thus, in any super phase the total number of page faults is $k(k-1)+k-1=(k+1)(k-1)$.

We complement our lower bound by giving a nearly matching upper bound.
Theorem 6. The fault rate of FIFO is $F_{\mathrm{FIFO}}(f) \leqslant \frac{k}{f^{-1}(k+1)-1}$.

Proof. On any $k+1$ consecutive faults in a request sequence $\sigma$, FIFO never faults twice on the same page. Partition $\sigma$ into phases such that each phase contains exactly $k$ faults made by FIFO and starts with a fault. Consider a subsequence that spans one full phase and includes the first request of the next phase.

The subsequence covers $k+1$ faults, i.e., $k+1$ distinct pages. Hence, its length is at least $f^{-1}(k+1)$, and the phase length is only 1 smaller.

We next give bounds on the fault rate of LFD.

Theorem 7. The fault rate of LFD is

$$
F_{\mathrm{LFD}}(f) \geqslant \max _{\substack{m \in \mathbb{N} \\ k+m \leqslant M}}\left\{\frac{m}{f^{-1}(k+m+1)-2}\right\}
$$

Proof. Fix an $m \in \mathbb{N}$ and $N=k+m$ pages $p_{0}, \ldots, p_{N-1}$. We construct a family of request sequences in phases, where each phase has a length of $f^{-1}(N+1)-2$. Each phase is composed of $N-1$ blocks, the $j$ th block in a phase having a length of $f^{-1}(j+2)-f^{-1}(j+1)$, for $j=1, \ldots, N-1$. In the overall sequence, the pages $p_{0}, \ldots, p_{N-1}$ are requested in cyclic order, i.e., the $j$ th block consists of requests to page $p_{(j-1) \bmod N}$, for any positive integer $j$. The page referenced in the last block of a phase is not requested in the following phase but resides in LFD's fast memory at the end of the phase. Thus, among the $N-1$ pages requested in the next phase, only $k-1$ of these can be in LFD's fast memory at the beginning of the phase. Hence, LFD incurs at least $(N-1)-(k-1)=N-k$ faults in a phase. This gives the desired fault rate. As in the proof of the general lower bound, we can show that any subsequence with $j$ distinct pages has a length of at least $f^{-1}(j)$, which yields consistency of the constructed request sequence with $f$.

We prove an upper bound on LFD's fault rate that is essentially a factor of 2 away from the lower bound. To prove this upper bound we need the following technical proposition.

Proposition 2. For any $m_{1}, \ldots, m_{n} \in \mathbb{N}$,

$$
\sum_{\ell=1}^{n} f^{-1}\left(m_{\ell}\right) \geqslant n \cdot f^{-1}(\lfloor\bar{m}\rfloor) \quad \text { where } \bar{m}=\frac{1}{n} \sum_{\ell=1}^{n} m_{\ell}
$$

Proof. Proposition 1 implies that

$$
\begin{equation*}
f^{-1}(m)+f^{-1}\left(m^{\prime}\right) \geqslant f^{-1}(m+1)+f^{-1}\left(m^{\prime}-1\right) \tag{1}
\end{equation*}
$$

for all $m, m^{\prime} \in \mathbb{N}$ with $m^{\prime}-m \geqslant 2$. We now manipulate the sum $\sum_{\ell=1}^{n} f^{-1}\left(m_{\ell}\right)$ as follows. At any time we keep a sequence of $n$ terms $f^{-1}\left(\widetilde{m}_{1}\right), \ldots, f^{-1}\left(\widetilde{m}_{n}\right)$, where the arguments $\widetilde{m}_{\ell}$ are natural numbers. Initially, $\widetilde{m}_{\ell}=m_{\ell}$, for $\ell=1, \ldots, n$. At any time let $m=\min \left\{\tilde{m}_{\ell} \mid \ell=1, \ldots, n\right\}$ and $m^{\prime}=$ $\max \left\{\tilde{m}_{\ell} \mid \ell=1, \ldots, n\right\}$. While $m^{\prime}-m \geqslant 2$, replace two terms $f^{-1}(m)$ and $f^{-1}\left(m^{\prime}\right)$ by $f^{-1}(m+1)$ and $f^{-1}\left(m^{\prime}-1\right)$. By (1), this cannot increase the total sum of the terms. When the process terminates, each $\widetilde{m}_{\ell}$ is either $\lfloor\bar{m}\rfloor$ or $\lfloor\bar{m}\rfloor+1$. The proposition then follows because $f^{-1}(\lfloor\bar{m}\rfloor+1) \geqslant f^{-1}(\lfloor\bar{m}\rfloor)$.

Theorem 8. The fault rate of $L F D$ is $F_{\mathrm{LFD}}(f) \leqslant 2 \max _{\substack{1 \leqslant m \leqslant k \\ k+m \leqslant M}}\left\{\frac{m+1}{f^{-1}(k+m)}\right\}$.

Proof. Partition a given request sequence into phases such that each phase contains exactly $k$ distinct pages (except for possibly the last phase) and the $k$ pages are all different from the first page requested in the next phase. Suppose that the partitioning consists of $p$ phases $P_{1}, \ldots, P_{p}$. For any phase $i$, let $m_{i}$ be the number of new pages, i.e., pages referenced in phase $i$ that were not referenced in phase $i-1$. We assume that LFD initially starts with an empty fast memory and set $m_{1}=k$. Consider an offline strategy that performs page swaps without evicting pages that are referenced in the phase. The number of page faults made by this algorithm in any phase $i$ is $m_{i}$. Since LFD is an optimal offline algorithm, the total number of page faults made by LFD cannot be larger and is bounded by $k+\sum_{i=2}^{p} m_{i}=k+(p-1) \bar{m}$, where $\bar{m}=\frac{1}{p-1} \sum_{i=2}^{p} m_{i}$. Any two consecutive phases $i-1$ and $i$ contain $k+m_{i}$ distinct pages and thus have a length of $\left|P_{i-1}\right|+\left|P_{i}\right| \geqslant f^{-1}\left(k+m_{i}\right)$. The total length of $\sigma$ is

$$
\begin{aligned}
|\sigma| & =\sum_{i=1}^{p}\left|P_{i}\right|=\frac{1}{2} \sum_{i=2}^{p}\left(\left|P_{i-1}\right|+\left|P_{i}\right|\right)+\frac{1}{2}\left(\left|P_{i}\right|+\left|P_{p}\right|\right) \\
& >\frac{1}{2} \sum_{i=2}^{p} f^{-1}\left(k+m_{i}\right)
\end{aligned}
$$

By Proposition 2, $|\sigma|>\frac{1}{2}(p-1) f^{-1}(k+\lfloor\bar{m}\rfloor)$. LFD's fault rate on $\sigma$ is

$$
F_{\mathrm{LFD}}(\sigma) \leqslant \frac{k+(p-1) \bar{m}}{|\sigma|} \leqslant \frac{2 \bar{m}}{f^{-1}(k+\lfloor\bar{m}\rfloor)}+\frac{k}{|\sigma|}
$$

The second term in the sum becomes arbitrarily small for increasing $|\sigma|$. Thus, LFD's fault rate is

$$
F_{\mathrm{LFD}}(f) \leqslant 2 \max _{\substack{1 \leqslant m \leqslant k \\ k+m \leqslant M}}\left\{\frac{m+1}{f^{-1}(k+m)}\right\} .
$$

## 6. Paging in the Average-Model

We now turn to the Average-Model. We need some additional notation. For any sequence $\sigma$ of page requests, $\sigma[i]$ denotes the $i$ th request $r$ in $\sigma$ as well as the page requested by $r, 1 \leqslant i \leqslant|\sigma|$. For $1 \leqslant i \leqslant|\sigma|-$ $\ell+1$, let $\sigma_{\ell}[i]$ be the window $\langle\sigma[i], \sigma[i+1], \ldots, \sigma[i+\ell-1]\rangle$. Let $N_{\ell}(i)$ be the number of distinct pages in $\sigma_{\ell}[i]$, and let $N_{\ell}=\sum_{i=1}^{|\sigma|-\ell+1} N_{\ell}(i)$. Let $\operatorname{Av}(\ell)$ be the average number of distinct pages in windows of length $\ell$, i.e., $\operatorname{Av}(\ell)=\frac{N_{\ell}}{|\sigma|-\ell+1}$. Thus, a sequence $\sigma$ consistent with a given concave* function $f$ has $\operatorname{Av}(\ell) \leqslant f(\ell), 1 \leqslant \ell \leqslant|\sigma|$.


Fig. 2. $A(\ell)$, an upper bound on $\operatorname{Av}(\ell)$.

### 6.1. A tight lower bound for deterministic algorithms

In this section, we will prove a lower bound of $\frac{f(k+1)-1}{k}$ on the fault rate of any deterministic paging algorithm $\mathcal{A}$ with respect to any concave* function $f$. We will build sequences consisting of two parts. Each sequence has a prefix on which $\mathcal{A}$ faults on each request. To ensure that the sequences are consistent with $f$, a suffix consisting of requests to only one page is added.

As a beginning, consider the sequence

$$
\sigma(n, m)=\left\langle p_{1}, p_{2}, p_{3}, \ldots, p_{k}, p_{k+1}\right\rangle^{n}\left\langle p_{1}\right\rangle^{m}, \quad n \geqslant k+2, \quad m \geqslant k+1
$$

consisting of requests to $k+1$ distinct pages. For convenience, we usually omit $n$ and $m$ and refer to the sequence as $\sigma$. To determine the minimum length $m$ of the suffix ensuring that $\sigma(n, m)$ is consistent with a given concave* function $f$, we shall need the following upper bound on the average number of distinct pages in windows of length $\ell, 1 \leqslant \ell \leqslant|\sigma|$.

Lemma 1. For any $\ell^{\prime} \geqslant k+2$, let $A(\ell)$ be defined as

$$
\begin{gathered}
\quad A(\ell)= \begin{cases}1+\Delta_{1}(\ell-1), & 1 \leqslant \ell \leqslant k+1, \\
\left(1+\Delta_{1} k\right)+\Delta_{2}(\ell-(k+1)), & k+1 \leqslant \ell \leqslant \ell^{\prime}, \\
k+1, & \ell \geqslant \ell^{\prime},\end{cases} \\
\Delta_{1}=1-\frac{m-k}{(k+1) n+m} \text { and } \Delta_{2}=\frac{(k+1)-\left(1+\Delta_{1} k\right)}{\ell^{\prime}-(k+1)} \text { (see Fig. 2). }
\end{gathered}
$$

If $m=q n$, for some constant $q>0$, there exists an $n_{0} \in \mathbb{N}$ such that,
for $n \geqslant n_{0}, 1 \leqslant \ell \leqslant|\sigma|, \quad \operatorname{Av}(\ell) \leqslant A(\ell)$.

Proof. We have

$$
\begin{align*}
\operatorname{Av}(\ell+1)-\operatorname{Av}(\ell) & =\frac{N_{\ell+1}}{(k+1) n+m-\ell}-\frac{N_{\ell}}{(k+1) n+m-\ell+1} \\
& =\frac{N_{\ell+1}-N_{\ell}+\operatorname{Av}(\ell)}{(k+1) n+m-\ell} \tag{2}
\end{align*}
$$



Fig. 3. When $\sigma_{\ell}[r(\ell)]$ is extended to $\sigma_{\ell+1}[r(\ell)], p_{1}$ is included in the window.
and

$$
\begin{align*}
N_{\ell+1}-N_{\ell} & =\sum_{i=1}^{|\sigma|-\ell} N_{\ell+1}(i)-\sum_{i=1}^{|\sigma|-\ell+1} N_{\ell}(i) \\
& =\sum_{i=1}^{|\sigma|-\ell}\left(N_{\ell+1}(i)-N_{\ell}(i)\right)-N_{\ell}(|\sigma|-\ell+1) . \tag{3}
\end{align*}
$$

The rest of the proof is divided into three cases, according to the three linear parts of $A(\ell)$. For $1 \leqslant \ell \leqslant$ $n(k+1)$, we let $r(\ell)=(k+1) n-\ell+1$, such that the window $\sigma_{\ell}[r(\ell)]$ is the rightmost window of length $\ell$ completely contained in the prefix $\left\langle p_{1}, p_{2}, p_{3}, \ldots, p_{k}, p_{k+1}\right\rangle^{n}$.

Case $1 \leqslant \ell \leqslant k+1$ : Obviously, $\operatorname{Av}(1)=1=A(1)$. It remains to prove $\operatorname{Av}(\ell+1)-\operatorname{Av}(\ell) \leqslant \Delta_{1}$, for $1 \leqslant \ell \leqslant k$. Thus, assume now that $1 \leqslant \ell \leqslant k$. Then no window of size $\ell$ contains all $k+1$ distinct pages.

For $1 \leqslant i \leqslant r(\ell), N_{\ell+1}(i)-N_{\ell}(i)=1$. For $i \geqslant r(\ell)+1, N_{\ell+1}(i)=N_{\ell}(i)$, since $\sigma_{\ell}[i]$ already contains the page $p_{1}$. The boundary case is depicted in Fig. 3.

Thus, $\sum_{i=1}^{|\sigma|-\ell}\left(N_{\ell+1}(i)-N_{\ell}(i)\right)=r(\ell)$. Since $\ell \leqslant k \leqslant m$, the rightmost window of length $\ell$ is completely contained in the suffix, so $N_{\ell}(|\sigma|-\ell+1)=1$. Therefore, by (3), $N_{\ell+1}-N_{\ell}=r(\ell)-1=$ $(k+1) n-\ell$. Now, by $(2)$ and $\operatorname{Av}(\ell) \leqslant \operatorname{Av}(k) \leqslant k$,

$$
\begin{aligned}
\operatorname{Av}(\ell+1)-\operatorname{Av}(\ell) & \leqslant \frac{(k+1) n-\ell+k}{(k+1) n-\ell+m}=1-\frac{m-k}{(k+1) n-\ell+m} \\
& <1-\frac{m-k}{(k+1) n+m}=\Delta_{1}
\end{aligned}
$$

Case $k+1 \leqslant \ell \leqslant \ell^{\prime}$ : It follows from the previous case that $\operatorname{Av}(k+1) \leqslant 1+\Delta_{1} k$. Thus, it suffices to show $\operatorname{Av}(\ell+1)-\operatorname{Av}(\ell) \leqslant \Delta_{2}$, for $k+1 \leqslant \ell \leqslant \ell^{\prime}-1$. Observe that for all $i, 1 \leqslant i \leqslant r(\ell)$, it holds that $N_{\ell}(i)=k+1=N_{\ell+1}(i)$ because $\ell \geqslant k+1$. Also for all $i>r(\ell), N_{\ell}(i)=N_{\ell+1}(i)$ because $p_{1}$ is already included in $N_{\ell}(i)$. So $N_{\ell+1}(i)-N_{\ell}(i)=0$, for $1 \leqslant i \leqslant|\sigma|-\ell$. Thus, by (3), $N_{\ell+1}-N_{\ell}=$ $0-N_{\ell}(|\sigma|-\ell+1) \leqslant-1$. Now, by (2),

$$
\operatorname{Av}(\ell+1)-\operatorname{Av}(\ell) \leqslant \frac{-1+(k+1)}{(k+1) n+m-\ell} \leqslant \frac{k}{(k+1) n+m-\ell^{\prime}}
$$

For any fixed $\ell^{\prime}$ and $k, \operatorname{Av}(\ell+1)-\operatorname{Av}(\ell)=O\left(\frac{1}{n}\right)$, and

$$
\Delta_{2}=\frac{k(m-k)}{((k+1) n+m)\left(\ell^{\prime}-(k+1)\right)}=\frac{k q n-k^{2}}{(k+1+q) n\left(\ell^{\prime}-(k+1)\right)}=\frac{a n-b}{c n}
$$

$a, b, c=\Theta(1)$. Thus, $\Delta_{2}=\Theta(1)$. Therefore, there exists an $n_{0} \in \mathbb{N}$ such that $\operatorname{Av}(\ell+1)-\operatorname{Av}(\ell) \leqslant \Delta_{2}$, for $n \geqslant n_{0}$.

Case $\ell \geqslant \ell^{\prime}$ : Since there are only $k+1$ distinct pages, it follows that $\operatorname{Av}(\ell) \leqslant k+1$, for all $\ell$, $1 \leqslant \ell \leqslant|\sigma|$.

Now, we are ready to calculate the minimum length of the suffix needed for $\sigma$ to be consistent with a given concave* function $f$.

Lemma 2. For any concave* function $f$, there exists an $n_{0} \in \mathbb{N}$ such that the sequence $\sigma(n, m)$ is consistent with $f$, as long as $n \geqslant n_{0}$ and

$$
m \geqslant \frac{k+1-f(k+1)}{f(k+1)-1}(k+1) n+\frac{k^{2}}{f(k+1)-1} .
$$

Proof. Assume that $m$ fulfils the inequality above. Let $A(\ell)$ be defined as in Lemma 1 , and let $\ell^{\prime}=$ $f^{-1}(k+1)$.

If $f(k+1) \geqslant k+1$, then $f(\ell) \geqslant \ell, 1 \leqslant \ell \leqslant k+1$, since $f(1)=1$ and $f(\ell+1)-f(\ell) \geqslant f(\ell+2)-$ $f(\ell+1)$ for all $\ell$. In this case, $\operatorname{Av}(\ell) \leqslant f(\ell)$, for all $\ell$.

Otherwise, $k+1-f(k+1)>0$. Hence, $m \geqslant q n$, where $q>0$ is independent of $n$, as required in Lemma 1. Thus, $\operatorname{Av}(\ell) \leqslant A(\ell)$, for all $\ell$. Moreover, $A(1)=1=f(1)$ and $A\left(f^{-1}(k+1)\right)=k+1$. Thus, since $f$ is concave, it suffices to prove that $A(k+1) \leqslant f(k+1)$. This is done using algebraic manipulations:

$$
\begin{aligned}
A(k+1) \leqslant f(k+1) & \Leftrightarrow k+1-\frac{k(m-k)}{(k+1) n+m} \leqslant f(k+1) \\
& \Leftrightarrow m \geqslant \frac{k+1-f(k+1)}{f(k+1)-1}(k+1) n+\frac{k^{2}}{f(k+1)-1} .
\end{aligned}
$$

Lemma 3. Let $\sigma^{\prime}(n, m)$ be any request sequence consisting of a prefix of $n(k+1)$ requests to pages from $\left\{p_{1}, \ldots, p_{k+1}\right\}$ and a suffix of $m$ requests to the page $p_{1}$. Then for $1 \leqslant \ell \leqslant n(k+1)+m, \mathrm{Av}_{\sigma^{\prime}}(\ell) \leqslant \mathrm{Av}_{\sigma}(\ell)$.

Proof. Both sequences have the same length, so it suffices to show that in all corresponding windows the sequence $\sigma^{\prime}$ cannot have more distinct pages than $\sigma$.

For $1 \leqslant i \leqslant(k+1) n-k, \sigma$ has $N_{\ell}(i)=\min \{\ell, k+1\}$ which is the maximum possible number of distinct pages for window length $\ell$. Hence, $\sigma^{\prime}$ cannot have more distinct pages in its corresponding window.

For $(k+1) n-k+1 \leqslant i \leqslant(k+1) n$, observe that the $k+1$ requests $\sigma[(k+1) n-k+1], \ldots, \sigma[(k+1) n+1]$ are all distinct. Thus, $\sigma_{\ell}^{\prime}[i]$ cannot have more distinct pages in a window starting in this range.

For $i \geqslant(k+1) n+1, \sigma[i]$ and $\sigma^{\prime}[i]$ are identical and there is nothing to prove for windows starting at $\sigma[i]$.

Theorem 9. For any deterministic online paging algorithm $\mathcal{A}$,

$$
F_{\mathcal{A}}(f) \geqslant \frac{f(k+1)-1}{k} .
$$

Proof. Consider a request sequence of length $(k+1) n+m$ with $k+1$ distinct pages. Since the algorithm is deterministic and can hold only $k$ distinct pages in its fast memory, we can choose the first $(k+1) n$ requests such that $\mathcal{A}$ incurs a page fault on every request. The remaining $m$ requests all go to the page $p_{1}$. So $\mathcal{A}$ will have a least $(k+1) n$ page faults. Let $m=\frac{k+1-f(k+1)}{f(k+1)-1}(k+1) n+\frac{k^{2}}{f(k+1)-1}$. Then, by Lemmas 2 and 3, there exists an $n_{0}$ and a sequence of request sequences $(\sigma(n, m))_{n \geqslant n_{0}}$ consistent with $f$ and enforcing $(k+1) n$ page faults when serviced by $\mathcal{A}$. Thus, for $n \geqslant n_{0}$,

$$
\begin{aligned}
F_{\mathcal{A}}(\sigma(n, m)) & \geqslant \frac{n(k+1)}{|\sigma|}=\frac{n(k+1)}{n(k+1)+m} \\
& =1 /\left(1+\frac{k+1-f(k+1)}{f(k+1)-1}+\frac{k^{2}}{n(k+1)(f(k+1)-1)}\right) \\
& =\frac{f(k+1)-1}{k+k^{2} /(n(k+1))}>\frac{f(k+1)-1}{k+k / n} .
\end{aligned}
$$

### 6.2. LRU and FIFO

When proving upper bounds in the Average-Model we shift the focus from windows to single requests. Rather than deriving lower bounds on the length of a window containing a certain number of faults or distinct pages as in the Max-Model, we derive lower bounds on the contribution from single requests to $N_{\ell}$, for $\ell=k$ or $\ell=k+1$.

Requests that are not faults are called free requests. To prove that LRU and FIFO are optimal, we show that each fault contributes $k+1$ to $N_{k+1}$ and, for each free request, there is a further contribution of at least 1 .

Theorem 10. The fault rate of $\operatorname{LRU}$ is $F_{\mathrm{LRU}}(f) \leqslant \frac{f(k+1)-1}{k}$.

Proof. Consider an arbitrary sequence $\sigma$ consistent with $f$. When a page $p$ is requested, none of the next $k$ requests are faults on $p$. Thus, for each page $p$, each fault on $p$ is contained in $k+1$ windows of length $k+1$ containing no other faults on $p$ and, for each free request to $p$, there is a window of length $k+1$ that does not contain a fault on $p$ and whose first request is a request to $p$. Thus, except for the first and last $k$ requests, each fault contributes $k+1$ to $N_{k+1}$, and each free request contributes at least 1 :

$$
N_{k+1} \geqslant(k+1) \cdot \operatorname{LRU}(\sigma)+(|\sigma|-\operatorname{LRU}(\sigma))-c=k \cdot \operatorname{LRU}(\sigma)+|\sigma|-c,
$$



Fig. 4. The windows $\sigma_{\ell}[i-\ell+1], \ldots, \sigma_{\ell}[i-1]$.
where $c<2 k(k+1)$ is independent of $|\sigma|$. Dividing by $|\sigma|$ yields

$$
\operatorname{Av}(k+1) \geqslant \frac{k \cdot \operatorname{LRU}(\sigma)+|\sigma|-c}{|\sigma|}=k \cdot F_{\mathrm{LRU}}(\sigma)+1-\frac{c}{|\sigma|}
$$

and since $\sigma$ is consistent with $f$,

$$
f(k+1) \geqslant \operatorname{Av}(k+1) \geqslant k \cdot F_{\mathrm{LRU}}(\sigma)+1-\frac{c}{|\sigma|} .
$$

Solving for $F_{\text {LRU }}(\sigma)$ yields the desired bound.
Turning to FIFO, we cannot guarantee that each free request to a page $p$ is succeeded by $k$ requests that are not faults on $p$. Hence, we need an alternative way to prove that each free request contributes at least 1 to $N_{k+1}$. To this end we use the following lemma.

Lemma 4. For any request sequence $\sigma$ and any $\ell, 1 \leqslant \ell \leqslant|\sigma|, N_{\ell}$ is increased by at least 1 , if a request is inserted in $\sigma$.

Proof. Assume that the new request $r$ is inserted in $\sigma$ just after $\sigma[i-1]$, for some $i$, and let $\sigma^{\prime}$ denote the resulting request sequence. For $1 \leqslant j \leqslant i-\ell, \sigma_{\ell}[j]=\sigma_{\ell}^{\prime}[j]$, and for $i \leqslant j \leqslant|\sigma|-\ell+1, \sigma_{\ell}[j]=\sigma_{\ell}^{\prime}[j+1]$. Thus, we need only consider the windows $\sigma_{\ell}\left[j_{\min }\right], \ldots, \sigma_{\ell}\left[j_{\max }\right]$ and $\sigma_{\ell}^{\prime}\left[j_{\min }\right], \ldots, \sigma_{\ell}^{\prime}\left[j_{\max }+1\right]$, where

$$
j_{\min }=\max \{i-\ell+1,1\} \quad \text { and } \quad j_{\max }=\min \{i-1,|\sigma|-\ell+1\}
$$

(see Fig. 4).
To prove $N_{\ell}^{\prime} \geqslant N_{\ell}+1$ it suffices to prove that

$$
\begin{equation*}
\sum_{j=j_{\min }}^{j_{\max }}\left(N_{\ell}^{\prime}(j)-N_{\ell}(j)\right)+N_{\ell}^{\prime}\left(j_{\max }+1\right) \geqslant 1 \tag{4}
\end{equation*}
$$

Let $j_{\text {min }} \leqslant j \leqslant j_{\text {max }}$. Then $\sigma_{\ell}^{\prime}[j]$ contains the request $r$ and the requests in $\sigma_{\ell-1}[j]$. Therefore, $N_{\ell}^{\prime}(j)$ and $N_{\ell}(j)$ can differ by at most 1 .

If $N_{\ell}^{\prime}(j)<N_{\ell}(j)$, the last page $\sigma[j+\ell-1]$ in $\sigma_{\ell}[j]$ is different from the page requested by $r$ and all pages in $\sigma_{\ell-1}[j]$. In other words, $\sigma^{\prime}[j+\ell]$ is different from all requests in $\sigma_{\ell}^{\prime}[j]$.

Let $I$ be the set consisting of the index $i$ and each of the indices $j+\ell$ such that $N_{\ell}^{\prime}(j)<N_{\ell}(j)$, $j_{\min } \leqslant j \leqslant j_{\max }$. We conclude from the previous paragraph that, for each pair $a, b \in I, \sigma^{\prime}[a] \neq \sigma^{\prime}[b]$. Thus,

$$
N_{\ell}^{\prime}\left(j_{\max }+1\right) \geqslant|I| \geqslant 1+\sum_{j=j_{\min }}^{j_{\max }}\left(N_{\ell}(j)-N_{\ell}^{\prime}(j)\right)
$$

Rearranging, we obtain (4) and the lemma is proven.

Theorem 11. The fault rate of FIFO is $F_{\mathrm{FIFO}}(f) \leqslant \frac{f(k+1)-1}{k}$.

Proof. Let $\sigma$ be an arbitrary request sequence consistent with $f$. Let $\sigma^{\prime}$ be the subsequence of $\sigma$ consisting only of the requests on which FIFO has a fault. Between two faults on a page $p$ there are faults on at least $k$ other pages. Thus, no window of length $k+1$ in $\sigma^{\prime}$ contains the same page twice. Therefore,

$$
N_{k+1}^{\prime}=(k+1)\left(\left|\sigma^{\prime}\right|-k\right)=(k+1) \cdot \operatorname{FIFO}(\sigma)-k(k+1)
$$

By Lemma 4,

$$
N_{k+1} \geqslant N_{k+1}^{\prime}+(|\sigma|-\operatorname{FIFO}(\sigma))=k \cdot \operatorname{FIFO}(\sigma)+|\sigma|-k(k+1)
$$

Now, by the same arguments as in the proof of Theorem 10, the desired bound is obtained.

### 6.3. Marking algorithms

In this section, we prove an upper bound on the fault rate of any marking algorithm of approximately $\frac{4}{3} \frac{f(k)}{k}$. Furthermore, we prove that there exists a class of marking algorithms, including FWF, and a concave* function for which the bound is tight.

Theorem 12. For any Marking algorithm $\mathcal{M}$,
$F_{\mathcal{M}}(f) \leqslant \begin{cases}\frac{4 k}{3 k+2} \cdot \frac{f(k)}{k} & \text { if } k \text { is even, } \\ \frac{4 k}{3 k+2-1 / k} \cdot \frac{f(k)}{k} & \text { if } k \text { is odd. }\end{cases}$

Proof. Consider an arbitrary request sequence $\sigma$ consistent with $f$. As a beginning, we will prove that $F_{\mathcal{M}}(\sigma) \leqslant \frac{4}{3} \frac{f(k)}{k}$. Analogously to the proof of Theorem 10 , we will do this by proving $N_{k} \geqslant \frac{3 k}{4} \mathcal{M}(\sigma)-c$, for some constant $c$ (i.e., $c$ is independent of the sequence length).

Partition $\sigma$ into phases $P_{1}, P_{2}, \ldots, P_{n}$, such that each phase contains exactly $k$ distinct pages (except for possibly the last phase) and the $k$ pages are all different from the first page requested in the next phase.


Fig. 5. $k$ even, $j \leqslant \frac{k}{2}: p_{j}^{i}$ is contained in at least $\frac{k}{2}-1+j$ windows contributing to $N_{k}^{i}$.


Fig. 6. $k$ even, $j \geqslant \frac{k}{2}+1: p_{j}^{i}$ is contained in at least $k-j+1+\frac{k}{2}$ windows contributing to $N_{k}^{i}$.

The $k$ pages requested in phase $P_{i}, p_{1}^{i}, p_{2}^{i}, \ldots, p_{k}^{i}$, are numbered according to first appearance, i.e., the first page requested in $P_{i}$ is $p_{1}^{i}$, the first page different from $p_{1}^{i}$ is $p_{2}^{i}$, and so on. Each page causes at most one fault in the phase. For each phase $P_{i}$, let $s_{i}$ denote the index of the first request in $P_{i}$, i.e., $\sigma\left[s_{i}\right]=p_{1}^{i}$.

For $2 \leqslant i \leqslant n-2$, let $N_{k}^{i}$ denote $\sum_{j=s_{i}-\left\lceil\frac{k}{2}\right\rceil+1}^{s_{i+1}-\left\lceil\frac{k}{2}\right\rceil} N_{k}(j)$, and note that $N_{k} \geqslant \sum_{i=2}^{n-2} N_{k}^{i}$. Note that the first window contributing to $N_{k}^{i}$ contains exactly $\left\lceil\frac{k}{2}\right\rceil-1$ requests from phase $P_{i-1}$ and the last window contains exactly $\left\lfloor\frac{k}{2}\right\rfloor$ requests from phase $P_{i+1}$. If the $k$ distinct pages requested in $P_{i}, 2 \leqslant i \leqslant n-2$, contribute at least $\frac{3 k^{2}}{4}$ to $N_{k}^{i}$, then $N_{k} \geqslant \frac{3 k^{2}}{4}(n-3)=\frac{3 k}{4}(k n-3 k) \geqslant \frac{3 k}{4}(\mathcal{M}(\sigma)-3 k)$.

Assume first that $k$ is even. For $1 \leqslant j \leqslant \frac{k}{2}$, the first request to $p_{j}^{i}$ is preceded by at least $j-1$ requests and succeeded by at least $\frac{k}{2}$ requests in the phase. Therefore, $p_{j}^{i}$ is contained in at least $\frac{k}{2}-1+j$ windows contributing to $N_{k}^{i}$ (see Fig. 5).

Similarly, for $\frac{k}{2}+1 \leqslant j \leqslant k$, the first request to $p_{j}^{i}$ is succeeded by at least $k-j$ requests and preceded by at least $\frac{k}{2}$ requests in the phase. Therefore, $p_{j}^{i}$ is contained in at least $k-j+1+\frac{k}{2}$ windows contributing to $N_{k}^{i}$ (see Fig. 6). Thus,

$$
N_{k}^{i} \geqslant \sum_{j=1}^{\frac{k}{2}}\left(\frac{k}{2}-1+j\right)+\sum_{j=\frac{k}{2}+1}^{k}\left(\frac{3 k}{2}-j+1\right)=\frac{3 k^{2}}{4}
$$

This proves that $F_{\mathcal{M}}(\sigma) \leqslant \frac{4}{3} \frac{f(k)}{k}$. To prove that $F_{\mathcal{M}}(\sigma) \leqslant \frac{4 k}{3 k+2} \frac{f(k)}{k}$, it suffices to show that $N_{k}^{i} \geqslant \frac{3 k+2}{4 k} k^{2}$ $=\frac{3 k^{2}}{4}+\frac{k}{2}, 2 \leqslant i \leqslant n-2$. To do that, note that the first page $p_{1}^{i+1}$ requested in phase $P_{i+1}$ is not requested in $P_{i}$. Thus, $p_{1}^{i+1}$ contributes $\frac{k}{2}$ to $N_{k}^{i}$.

Assume now that $k$ is odd. For $1 \leqslant j \leqslant \frac{k-1}{2}, p_{j}^{i}$ is contained in at least $\frac{k-1}{2}+j$ windows contributing to $N_{k}^{i}$. For $\frac{k+1}{2} \leqslant j \leqslant k, p_{j}^{i}$ is contained in at least $k-j+1+\frac{k-1}{2}$ windows contributing to $N_{k}^{i}$. Thus,

$$
N_{k}^{i} \geqslant \sum_{j=1}^{\frac{k-1}{2}}\left(\frac{k-1}{2}+j\right)+\sum_{j=\frac{k+1}{2}}^{k}\left(k-j+1+\frac{k-1}{2}\right)=\frac{3 k^{2}}{4}+\frac{1}{4}
$$

To prove that $F_{\mathcal{M}}(\sigma) \leqslant \frac{4 k}{3 k+2-\frac{1}{k}} \frac{f(k)}{k}$, it suffices to show that $N_{k}^{i} \geqslant \frac{3 k+2-\frac{1}{k}}{4 k} k^{2}=\frac{3 k^{2}}{4}+\frac{k}{2}-\frac{1}{4}$. This inequality holds, since $p_{1}^{i+1}$ is contained in $\frac{k-1}{2}$ windows contributing to $N_{k}^{i}$.

For the lower bound, we make use of a sequence consisting of $h$ distinct pages. Let $\mathrm{UpDowN}_{h}=$ $\left\langle p_{1}, p_{2}, \ldots, p_{h-1}, p_{h}, p_{h-1}, \ldots, p_{3}, p_{2}\right\rangle$ and let $\sigma=\operatorname{UpDowN}_{h}^{n}$ be the concatenation of $n$ copies of UpDown $_{h}$. We refer to UpDown $h_{h}$ as a phase of $\sigma$ and subdivide the phases into "up" and "down" subphases, each of length $h-1$. Define $\operatorname{Av}_{h}^{\infty}(\ell)$ to be the average number of distinct pages in windows of length $\ell$ in an infinitely long sequence $\operatorname{UpDowN}_{h}^{n}$, i.e., for $n \rightarrow \infty$. To calculate $\mathrm{Av}_{h}^{\infty}(\ell)$ and prove that it is concave*, we shall need the following lemma.

Lemma 5. For $1 \leqslant \ell \leqslant 2 h-3, \operatorname{Av}_{h}^{\infty}(\ell+1)-\operatorname{Av}_{h}^{\infty}(\ell)=1-\frac{1}{h-1}\left\lfloor\frac{\ell}{2}\right\rfloor$.

Proof. Since the sequence has unbounded length, the average is the same in all its UpDown $h$ phases. Furthermore, averaging over a single "up" or a single "down" subphase gives the same result due to the symmetry of the sequence. We choose to analyze an "up" subphase.

Let $N_{\ell}^{\infty}, 0 \leqslant \ell \leqslant 2 h-3$, be the sum of the number of distinct requests in all $h-1$ windows of length $\ell$ starting within the considered "up" subphase. In order to prove the lemma, we show

$$
(h-1)\left(\operatorname{Av}_{h}^{\infty}(\ell+1)-\operatorname{Av}_{h}^{\infty}(\ell)\right)=N_{\ell+1}^{\infty}-N_{\ell}^{\infty}=h-\lfloor\ell / 2\rfloor-1
$$

Case $0 \leqslant \ell \leqslant h-1$ : Obviously, the first $h-\ell$ windows of length $\ell$ get a new page when lengthened by 1 position. Also some windows starting towards the end of the "up" subphase contribute a 1 to $N_{\ell+1}^{\infty}-N_{\ell}^{\infty}$. Precisely, for $\ell$ odd, the last $\lfloor\ell / 2\rfloor$ windows get a new page and, for $\ell$ even, there are $\ell / 2-1$ windows of this kind. Thus,

$$
N_{\ell+1}^{\infty}-N_{\ell}^{\infty}=h-\ell+\left\{\begin{array}{ll}
\left\lfloor\frac{\ell}{2}\right\rfloor, & \ell \text { odd } \\
\frac{\ell}{2}-1, & \ell \text { even }
\end{array}\right\}=h-\left\lfloor\frac{\ell}{2}\right\rfloor-1 .
$$

Case $h \leqslant \ell \leqslant 2 h-3$ : Again, we determine the number of windows that contribute 1 to the difference $N_{\ell+1}^{\infty}-N_{\ell}^{\infty}$. The first window cannot contribute a 1 because it already covers $h$ distinct pages. Subsequent windows can only contribute if they are long enough to reach a new page in the following "down" subphase. Generally, the part of the window in the "down" subphase must be longer than the part
in the "up" subphase. So only those windows starting at positions $i$, where

$$
2(h-i)+1 \leqslant \ell \quad \Leftrightarrow \quad i \geqslant h-\frac{\ell-1}{2}
$$

can possibly contribute 1 to the difference. On the other hand, a window that starts in the "up" subphase and extends further than position $2 h-2$ (the end of the "down" subphase) cannot contribute a 1 . So it must also hold that

$$
i+(\ell-1) \leqslant 2 h-2 \quad \Leftrightarrow \quad i \leqslant 2 h-\ell-1
$$

If $\ell$ is odd, there are $(2 h-\ell-1)-\left(h-\frac{\ell-1}{2}\right)+1=h-\frac{\ell+1}{2}=h-\left\lceil\frac{\ell}{2}\right\rceil=h-\left\lfloor\frac{\ell}{2}\right\rfloor-1$ windows contributing a 1 . Note that, for $\ell$ even, $i$ must be at least $h-\frac{\ell-2}{2}$, since $i \in \mathbb{N}$. Thus, there are $(2 h-\ell-1)-\left(h-\frac{\ell-2}{2}\right)+1=$ $h-\frac{\ell}{2}-1=h-\left\lfloor\frac{\ell}{2}\right\rfloor-1$ contributing windows.

Now, we are ready to calculate $\mathrm{Av}_{h}^{\infty}(\ell)$.

## Lemma 6.

$$
\operatorname{Av}_{h}^{\infty}(\ell)= \begin{cases}\ell-\frac{(\ell-1)^{2}}{4(h-1)}, & 1 \leqslant \ell \leqslant 2 h-3, \text { l odd } \\ \ell-\frac{(\ell-1)^{2}-1}{4(h-1)}, & 2 \leqslant \ell \leqslant 2 h-3, \text { l even } \\ h, & \ell \geqslant 2 h-2\end{cases}
$$

and $\mathrm{Av}_{h}^{\infty}(\ell)$ is concave*.

Proof. The equality follows from Lemma 5 and simple calculations. For $1 \leqslant \ell \leqslant 2 h-3$,

$$
\begin{aligned}
\operatorname{Av}_{h}^{\infty}(\ell) & =\operatorname{Av}_{h}^{\infty}(1)+\sum_{i=1}^{\ell-1} \operatorname{Av}_{h}^{\infty}(i+1)-\operatorname{Av}_{h}^{\infty}(i) \\
& \left.=1+\sum_{i=1}^{\ell-1}\left(\left.1-\frac{1}{h-1} \right\rvert\, \frac{i}{2}\right\rfloor\right) \\
& =\ell-\frac{1}{h-1} \begin{cases}\frac{\ell-1}{2}+2 \sum_{i=1}^{(\ell-3) / 2} i=\frac{(\ell-1)^{2}}{4} & \ell \text { odd } \\
\ell \sum_{i=1}^{\ell / 2-1} i=\frac{(\ell-1)^{2}-1}{4} & \ell \text { even. }\end{cases}
\end{aligned}
$$

For $\ell \geqslant 2 h-2$, each window of length $\ell$ contains all $h$ pages and therefore, $\operatorname{Av}_{h}^{\infty}(\ell)=h$.
 It remains only to check that

$$
\forall \ell \in\{2, \ldots, 2 h-2\}: 0 \leqslant \operatorname{Av}_{h}^{\infty}(\ell+1)-\operatorname{Av}_{h}^{\infty}(\ell) \leqslant \operatorname{Av}_{h}^{\infty}(\ell)-\operatorname{Av}_{h}^{\infty}(\ell-1) \leqslant 1 .
$$

This is easily done using Lemma 5 . For $2 \leqslant \ell \leqslant 2 h-3$,

$$
\begin{aligned}
\operatorname{Av}_{h}^{\infty}(\ell+1)-\operatorname{Av}_{h}^{\infty}(\ell) & =1-\frac{1}{h-1}\left\lfloor\frac{\ell}{2}\right\rfloor \leqslant 1-\frac{1}{h-1}\left\lfloor\frac{\ell-1}{2}\right\rfloor \\
& =\operatorname{Av}_{h}^{\infty}(\ell)-\operatorname{Av}_{h}^{\infty}(\ell-1)
\end{aligned}
$$

Moreover,

$$
\operatorname{Av}_{h}^{\infty}(2)-\operatorname{Av}_{h}^{\infty}(1)=1
$$

and

$$
\begin{aligned}
\operatorname{Av}_{h}^{\infty}(2 h-2)-\operatorname{Av}(2 h-3) & =1-\frac{1}{h-1}\left\lfloor\frac{2 h-3}{2}\right\rfloor=1-\frac{h-2}{h-1}=\frac{1}{h-1} \\
& \geqslant \operatorname{Av}_{h}^{\infty}(2 h-1)-\operatorname{Av}(2 h-2)=0 .
\end{aligned}
$$

Lemma 7. Let

$$
f(\ell)= \begin{cases}\min \left\{\ell, \mathrm{Av}_{h}^{\infty}(\ell)+\varepsilon\right\}, & 1 \leqslant \ell \leqslant 2 h-3 \\ h, & \ell \geqslant 2 h-2\end{cases}
$$

where $\varepsilon=\frac{h}{n-1}$. Then, $\operatorname{UpDowN}_{h}^{n}$ is consistent with $f$, and $f$ is concave*.

Proof. To prove that $\operatorname{UpDowN}{ }_{h}^{n}$ is consistent with $f$, we must show that $\operatorname{Av}(\ell) \leqslant f(\ell), 1 \leqslant \ell \leqslant 2(h-1) n$. Obviously, for $\ell \geqslant 2 h-2, f(\ell)=h$ is a tight upper bound on $\operatorname{Av}(\ell)$. For $1 \leqslant \ell \leqslant 2 h-3$, we utilize the results of Lemma 6. For the windows starting in one of the first $n-1$ phases of $\operatorname{UpDowN}_{h}^{n}$, the average number of distinct pages in a window of length $\ell$ is $\mathrm{Av}_{h}^{\infty}(\ell)$. The sum of the number of distinct pages in all windows of length $\ell$ contained in the last UpDown $h_{h}$ phase is at most $2(h-1) h$. Thus,

$$
\begin{aligned}
\operatorname{Av}(\ell) & \leqslant \frac{2(h-1)(n-1) \mathrm{Av}_{h}^{\infty}(\ell)+2(h-1) h}{n \cdot 2(h-1)-\ell+1} \\
& \leqslant \frac{2(h-1)(n-1) \mathrm{Av}_{h}^{\infty}(\ell)+2(h-1) h}{2(h-1)(n-1)}=\operatorname{Av}_{h}^{\infty}(\ell)+\frac{h}{n-1} .
\end{aligned}
$$

It follows easily from Lemma 6 that $f$ is concave*.

Theorem 13. There are Marking strategies $\mathcal{M}^{*}$, including $F W F$, and a concave* function $f$ such that

$$
F_{\mathcal{M} k}(f) \geqslant \begin{cases}\frac{4 k}{3 k+2} \cdot \frac{f(k)}{k} & \text { if } k \text { is even } \\ \frac{4 k}{3 k+2-1 / k} \cdot \frac{f(k)}{k} & \text { if } k \text { is odd }\end{cases}
$$

Proof. Consider the sequence $\sigma=\operatorname{UpDowN}_{k+1}^{n}$, where $n>0$ is a (large) integer, and the marking algorithm $\mathcal{M}^{*}$ that uses the last in first out (LIFO) strategy when evicting an unmarked page. Note that $\mathcal{M}^{*}$ will fault on every request in the sequence. Thus, $F_{\mathcal{M} *}(\sigma)=1$. The same is true about FWF.

Let $f$ be defined as in Lemma 7 with $h=k+1$. By Lemma 7, $\sigma$ is consistent with $f$, and $f$ is concave*. For $k \geqslant 3$, clearly, there exists an $n_{0} \in \mathbb{N}$ such that $f(k)=\mathrm{Av}_{k+1}^{\infty}(k)+\frac{k+1}{n-1}$, for $n \geqslant n_{0}$. Thus, for $k \geqslant 3$ and $n \geqslant n_{0}$, we can write the page fault rate in the following way:

$$
\begin{aligned}
F_{\mathcal{M}}(\sigma) & =1=\frac{k}{f(k)} \cdot \frac{f(k)}{k}=\frac{k}{\operatorname{Av}_{k+1}^{\infty}(k)+\frac{k+1}{n-1}} \cdot \frac{f(k)}{k} \\
& = \begin{cases}\frac{4 k}{3 k+2-1 / k+4 \frac{k+1}{n-1}} \cdot \frac{f(k)}{k} & k \text { odd }, \\
\frac{4 k}{3 k+2+4 \frac{k+1}{n-1}} \cdot \frac{f(k)}{k} & k \text { even. }\end{cases}
\end{aligned}
$$

### 6.4. The optimal offline algorithm

In this section, we will give an upper bound on the fault rate of LFD of approximately $\frac{4(M-k)}{4 M-k} \frac{f(k+1)}{k+1}$. Recall that for any concave* function $f, M$ denotes the maximum value of $f$. We will also prove that there exists a concave* function for which the bound is tight.

For the analysis of the upper bound, we will partition the sequences into phases $P_{1}, P_{2}, \ldots, P_{n}$ defined in the following way. The phase $P_{1}$ starts with the first request in the sequence, and for $2 \leqslant i \leqslant n$, phase $P_{i}$ starts with the first fault on a page that was evicted in phase $P_{i-1}$. Let $s_{i}$ denote the index of the first request in $P_{i}$.

Similarly to the previous upper bound proofs, we give a lower bound on $N_{k+1}$. Like in the case of LRU and FIFO, no window of length $k+1$ contains two faults on the same page. Hence, each fault contributes $k+1$ to $N_{k+1}$. Lemma 8 below can be used to give a lower bound on the contribution from free requests.

The idea behind the proof of Lemma 8 is the following. For each free request $r$ considered, we count the windows containing $r$. To ensure that nothing is counted twice, we consider only those windows that do not contain a fault on the page $p$ requested by $r$. Furthermore, if a window contains two free requests to $p$ contained in two distinct phases, the window is only counted in the first of the two phases.

Lemma 8. For any free request $r$ to some page $p$, let $W(r)$ be the number of windows of length $k+1$ containing $r$ but no fault on $p$ and no free request to $p$ that occurs to the left of $r$. In each phase $P_{i}$, $2 \leqslant i \leqslant n-2$, there are at least $k-1$ free requests $r_{1}, r_{2}, \ldots, r_{k-1}$ to $k-1$ distinct pages such that

$$
\sum_{j=1}^{k-1} W\left(r_{j}\right) \geqslant W \quad \text { where } W= \begin{cases}\frac{3}{4} k^{2}-\frac{3}{4} & k \text { odd } \\ \frac{3}{4} k^{2}-1 & k \text { even } .\end{cases}
$$

Proof. Let $p$ be the first page requested in phase $P_{i+1}$. By the definition of a phase, $p$ is evicted at some point during phase $P_{i}$. Assume that this happens as a result of the request $\sigma[q]$, for some index $q$. By the


Fig. 7. $\sigma[q]$ : causes $p$ to be evicted. $\sigma\left[s_{i+1}\right]$ : first fault on $p$ after $\sigma[q]$ phase $P_{i+1}$ begins.


Fig. 8. $\sigma\left[h_{j}^{1}\right]$ : last request to $p_{j}$ before $\sigma[q] . \sigma\left[h_{j}^{\mathrm{r}}\right]$ : first request to $p_{j}$ after $\sigma[q]$.
definition of LFD and the fact that $p$ is evicted, each of the $k-1$ other pages $p_{1}, \ldots, p_{k-1}$ in fast memory are requested at some point between $\sigma[q]$ and $\sigma\left[s_{i+1}\right]$ (see Fig. 7).

Each of these requests must be free. This can be seen in the following way. Assume that $\sigma[t], t>q$, is a fault on $p_{j}, 1 \leqslant j \leqslant k-1$. Then, $p_{j}$ must have been evicted at some point between $\sigma[q]$ and $\sigma[t]$. Hence, by the definition of a phase, $t \geqslant s_{i+1}$. In other words, there are no faults on any of the pages $p_{1}, \ldots, p_{k-1}$ after $\sigma[q]$ in phase $P_{i}$.

For $1 \leqslant j \leqslant k-1$, let $r_{j}$ be the first request to $p_{j}$ after $\sigma[q]$. By the definition of LFD, none of the first $k$ requests after $r_{j}$ is a fault on $p_{j}$. Thus, when calculating $W\left(r_{j}\right)$, only requests to the left of $r_{j}$ can be problematic. Let $h_{j}^{1}$ be the largest index smaller than $q$ such that $\sigma\left[h_{j}^{1}\right]$ is a request to $p_{j}$. Furthermore, let $h_{j}^{\mathrm{r}}$ be the index of $r_{j}$ and let $d_{j}=h_{j}^{\mathrm{r}}-h_{j}^{1}$ (see Fig. 8). Then, $W\left(r_{j}\right)=\min \left\{k+1, d_{j}\right\}$.

Now, let $d_{j}^{1}=q-h_{j}^{1}$ and $d_{j}^{\mathrm{r}}=h_{j}^{\mathrm{r}}-q$ and note that

$$
\sum_{j=1}^{k-1} d_{j}=\sum_{j=1}^{k-1}\left(d_{j}^{1}+d_{j}^{\mathrm{r}}\right)=\sum_{j=1}^{k-1} d_{j}^{1}+\sum_{j=1}^{k-1} d_{j}^{\mathrm{r}} \geqslant 2 \sum_{j=1}^{k-1} j
$$

Let $R$ be the set of requests $r_{j}$ such that $d_{j} \leqslant k+1$, and let $m=|R|$. Then,

$$
\begin{aligned}
\sum_{j=1}^{k-1} W\left(r_{j}\right) & \geqslant(k-1-m)(k+1)+\sum_{r_{j} \in R} d_{j} \\
& \geqslant k^{2}-1-m(k+1)+2 \sum_{j=1}^{m} j=k^{2}-1+m^{2}-k m
\end{aligned}
$$

This lower bound on $\sum_{j=1}^{k-1} W\left(r_{j}\right)$ is minimized when $m=\frac{k}{2}$, if $k$ is even, and when $m=\frac{k-1}{2}$, if $k$ is odd. Inserting these values of $m$ in the lower bound, the inequality of the lemma is obtained.

Theorem 14. The fault rate of LFD is

$$
F_{\mathrm{LFD}}(f) \leqslant \begin{cases}\frac{4(M-k)}{4 M-k-3} \cdot \frac{f(k+1)}{k+1} & \text { kodd } \\ \frac{4(M-k)}{4 M-k-3-\frac{1}{k+1}} \cdot \frac{f(k+1)}{k+1} & \text { keven. }\end{cases}
$$

Proof. Consider any request sequence $\sigma$ consistent with $f$. Since no window of length $k+1$ contains more than one fault on the same page, each fault contributes $k+1$ to $N_{k+1}$. Lemma 8 provides a lower bound on the contribution from the free requests of each phase.

Within a phase there is at most one fault on each page, and the $k$ pages that are in fast memory at the beginning of a phase do not cause a fault within the phase. Thus, each phase contains at most $M-k$ faults. Let $F_{i}$ be the number of faults in phase $P_{i}$, let $W$ be defined as in Lemma 8, and let $N_{k+1}^{i}$ be the contribution to $N_{k+1}$ from the requests in $P_{i}$. Then

$$
\frac{N_{k+1}^{i}}{F_{i}} \geqslant \frac{(k+1) F_{i}+W}{F_{i}} \geqslant \frac{(k+1)(M-k)+W}{M-k} .
$$

Solving for $F_{i}$ yields

$$
F_{i} \leqslant \frac{M-k}{(k+1)(M-k)+W} \cdot N_{k+1}^{i}
$$

and

$$
\begin{aligned}
\operatorname{LFD}(\sigma) & =\sum_{i=1}^{n} F_{i}=\sum_{i=2}^{n-2} F_{i}+c \leqslant \frac{M-k}{(k+1)(M-k)+W} \sum_{i=2}^{n-2} N_{k+1}^{i}+c \\
& =\frac{M-k}{(k+1)(M-k)+W} \cdot N_{k+1}+c^{\prime}
\end{aligned}
$$

where $c$ and $c^{\prime}$ are constants, i.e., independent of $|\sigma|$. Thus,

$$
\begin{aligned}
F_{\mathrm{LFD}}(\sigma) & \leqslant \frac{M-k}{(k+1)(M-k)+W} \cdot \operatorname{Av}(k+1)+\frac{c^{\prime}}{|\sigma|} \\
& \leqslant \frac{M-k}{(k+1)(M-k)+W} \cdot f(k+1)+\frac{c^{\prime}}{|\sigma|}
\end{aligned}
$$

Now, the theorem follows by using that $\frac{3}{4} k^{2}-\frac{3}{4}=\frac{3}{4}(k-1)(k+1)$ :

$$
\begin{aligned}
F_{\mathrm{LFD}}(\sigma) & \leqslant \frac{M-k}{(k+1)(M-k)+\frac{3}{4}(k-1)(k+1)} f(k+1)+\frac{c^{\prime}}{|\sigma|} \\
& =\frac{4(M-k)}{4 M-k-3} \frac{f(k+1)}{k+1}+\frac{c^{\prime}}{|\sigma|} \quad k \text { odd }
\end{aligned}
$$

and

$$
\begin{aligned}
F_{\mathrm{LFD}}(\sigma) & \leqslant \frac{M-k}{(k+1)(M-k)+\frac{3}{4}(k-1)(k+1)-\frac{1}{4}} f(k+1)+\frac{c^{\prime}}{|\sigma|} \\
& =\frac{4(M-k)}{4 M-k-3-\frac{1}{k+1}} \frac{f(k+1)}{k+1}+\frac{c^{\prime}}{|\sigma|} \quad k \text { even. }
\end{aligned}
$$

Theorem 15. There exists a concave* function f such that

$$
F_{\mathrm{LFD}}(f) \geqslant \begin{cases}\frac{4(M-k)}{4 M-k-3} \cdot \frac{f(k+1)}{k+1} & \text { k odd } \\ \frac{4(M-k)}{4 M-k-3-\frac{1}{k+1}} \cdot \frac{f(k+1)}{k+1} & \text { k even. }\end{cases}
$$

Proof. Consider the function $f$ given in Lemma 7. For $\ell \geqslant 3, \mathrm{Av}_{M}^{\infty}(\ell)<\ell$. Hence, for $k \geqslant 2$ and $n$ sufficiently large, inserting $h=M$ yields,

$$
\begin{aligned}
f(k+1) & =k+1-\frac{k^{2}-1}{4(M-1)}+\frac{M}{n-1} \\
& =\frac{(4 M-k-3+\varepsilon)(k+1)}{4(M-1)} \quad k \text { odd }
\end{aligned}
$$

and

$$
\begin{aligned}
f(k+1) & =k+1-\frac{k^{2}}{4(M-1)}+\frac{M}{n-1} \\
& =\frac{\left(4 M-k-3-\frac{1}{k+1}+\varepsilon\right)(k+1)}{4(M-1)} k \text { even, }
\end{aligned}
$$

where $\varepsilon=\frac{4(M-1)}{k+1} \frac{M}{n-1}$. The sequence $\mathrm{UpDowN}_{M}^{n}$ is consistent with $f$ and $f$ is concave*. It is easy to verify that, in each "up" and each "down" subphase, LFD faults on the first request and the last $M-k-1$ requests. Thus,

$$
\begin{aligned}
F_{\mathrm{LFD}}\left(\operatorname{UpDowN}_{M}^{n}\right) & \geqslant \frac{M-k}{M-1} \cdot \frac{f(k+1)}{f(k+1)} \\
& = \begin{cases}\frac{4(M-k)}{4 M-k-3+\varepsilon} \cdot \frac{f(k+1)}{k+1} & k \text { odd } \\
\frac{4(M-k)}{4 M-k-3-\frac{1}{k+1}+\varepsilon} \cdot \frac{f(k+1)}{k+1} & k \text { even. }\end{cases}
\end{aligned}
$$



Fig. 9. Maximum and average size of the working set in windows of size up to 100,000 requests. Each diagram's caption gives the architecture, the name of the trace, and the number of distinct pages requested in the entire sequence.

## 7. Experiments

In this section, we present some results of our experimental study in which we compared the worst case fault rates developed in the previous sections to the fault rates observed on real processor traces. We analyzed memory reference traces from the New Mexico State University Trace Base [14] that contains standard benchmarks. We selected traces from VAX and SPARC platforms. More specifically, we chose the ATUM VAX traces and a bundle of SPARC traces that were collected while running the SPEC92 benchmark suite. The sets consist of a collection of 9 , respectively, 13 memory reference traces from single processes. The request sequences contain both data read/write requests and instruction fetches. The SPARC traces were truncated after 10 million references, whereas the VAX traces vary in length, but are all about 400,000 requests. We worked with a page size of 512 bytes for the VAX architecture and a page size of 2048 bytes for the SPARC architecture.

We first analyzed the maximum and average working set size in windows of up to 100,000 requests. Fig. 9 presents the results for four specific traces, two VAX traces and two SPARC traces. As illustrated by the figure, the behavior of the working set size proposed by Denning for a single window of increasing size can also be observed globally, taking the maximum/average working set size over all windows of a request sequence; the curves have an overall concave behavior. Only in the Max-Model, some minor adjustments are necessary to obtain a concave* function. We also observe that, for all window sizes, the working set size is very small.


Fig. 10. Measured fault rates and upper bounds on the fault rates for FIFO and LRU. The fast memory size $k$ varies in the range of 1 up to the total number of distinct pages requested in the entire sequence.

In the second part of the experiments, we evaluated the fault rates of LRU, FIFO, and LFD on the various traces and compared the values to the corresponding bounds we developed for both the Maxand the Average-Model. We performed the comparison for cache sizes ranging from 1 to the maximum working set size. Figs. 10 and 11 present the results for the VAX Pascal and the SPARC Compress traces. Fig. 10 shows the results for LRU and FIFO. In each plot, the two lower curves represent the empirical fault rates of LRU and FIFO, while the two curves in the middle show the corresponding theoretical upper bounds in the Max-Model. The upper curve depicts the bound in the Average-Model. Fig. 11 shows the bounds for LFD in the same relative order.

Since the fault rate as defined in Definition 2 is a worst-case measure, we cannot expect that the theoretical bounds on the fault rates match the empirical values completely. Nevertheless, the gap is not large and considerably smaller than in the case of competitiveness. On real world traces, the "empirical competitiveness" of LRU and FIFO is typically no larger than 4 . This was observed in $[3,18]$ and also showed in our experiments. On the other hand, the competitive ratios from theory are $k$. Thus, the gap between the theoretical and empirical competitiveness is $k / 4$. In our paging model, the gaps are considerably smaller. For the VAX PASCAL and SPARC COMPRESS traces for instance the gap is, expressed as a function linear in $k$, usually between $k / 50$ to $k / 30$. For some of the traces we examined, the values were even below $k / 1000$. We also remark that the results for the Max-Model are better than for the Average-Model. We conclude that while the Average-Model is interesting from a mathematical point of view, the Max-Model more accurately models request sequences that occur in practice.


Fig. 11. Measured fault rates and upper bounds on the fault rates for LFD. The fast memory size $k$ varies in the range of 1 up to the total number of distinct pages requested in the entire sequence.
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