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Motivation and Main Problem
1-5 slides

High-level description of problem being solved

Why is the problem important?

❖ its significance towards general-purpose robot autonomy

❖ its potential application and societal impact of the problem

Technical challenges arising from the problem

❖ the role of the AI and machine learning in tackling this problem

High-level idea of why prior approaches didn’t already solve

Key insight(s) (try to do in 1-3) of the proposed work 
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Motivation and Main Problem
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Motivation and Main Problem

Technical challenges

Inverting a physical simulator is challenging



CS391R: Robot Learning (Fall 2023) 5

Differentiable Physics Engines

If we had fully (auto-) differentiable physical 
simulations, in principle, we could invert a simulation 
to determine the initial conditions and control inputs 
by constraining the end result.



CS391R: Robot Learning (Fall 2023)

However, inverting such a simulation efficiently 
remains a challenge. As the paper elucidates, the 
complexity of inverting a physical simulator is evident 
in the non-unimodality of the optimization problem it 
presents. 
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Differentiable Physics Engines
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Motivation and Main Problem (continues)
The role of the AI and machine learning in tackling this problem

They use traditional AI (STRIPS)

What is the key limitation of prior work

Prior works did not put two things together (differentiable physics and TAMP)

What is the key insight(s) (try to do in 1-3) of the proposed work

Hierarchical planning, use of modes 



CS391R: Robot Learning (Fall 2023) 8

Context / Related Work / Limitations of Prior Work
1 or more slides

Which other papers have tried to tackle this problem or a related problem?

❖ The paper’s related work is a good start, but there may be others

❖ What is the key limitations of prior work(s)?
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Context / Related Work / Limitations of Prior Work
Lack of Integration with Higher-level Planning: 
Contact-Invariant Optimization
● haven’t been demonstrated to connect 

with higher level too use 

Does not include physical primitives:
Toussaint and Lopes [31, 32] proposed an optimization-based approach:
● logic task-level description
● non-linear programming formulation of the resulting path 

optimization problem. 
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Problem Setting
1 or more slides

Problem formulation, key definitions and notations

❖ Be precise -- should be as formal as in the paper
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Problem Setting

terminal cost running cost

state constraints

dynamic constraints

control constraints
inequality constraints

equality constraints

Logic-Geometric Program (LGP)
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Proposed Approach / Algorithm / Method
1-5 slides

Describe algorithm or framework (pseudocode and flowcharts can help)

❖ What is the optimization objective?

❖ What are the core technical innovations of the algorithm/framework?

Implementation details should be left out here, but may be discussed later if its relevant for limitations / 

experiments
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Proposed Approach / Algorithm / Method

Dynamic physical manipulations in a Task and Motion Planning (TAMP) 

framework. 

Merges a discrete logic level, which represents sequences of possible 

interaction modes (action operator), with a continuous path optimization 

level. 
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source: https://docs.google.com/presentation/d/1djPrK1RTnFvBtI88jT_3KqCHke0bARaW/edit#slide=id.p65

Higher Level (logic level)l
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source: https://docs.google.com/presentation/d/1djPrK1RTnFvBtI88jT_3KqCHke0bARaW/edit#slide=id.p65

Lower Level
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source: https://docs.google.com/presentation/d/1djPrK1RTnFvBtI88jT_3KqCHke0bARaW/edit#slide=id.p65
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source: https://docs.google.com/presentation/d/1djPrK1RTnFvBtI88jT_3KqCHke0bARaW/edit#slide=id.p65
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source: https://docs.google.com/presentation/d/1djPrK1RTnFvBtI88jT_3KqCHke0bARaW/edit#slide=id.p65
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source: https://docs.google.com/presentation/d/1djPrK1RTnFvBtI88jT_3KqCHke0bARaW/edit#slide=id.p65
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source: https://docs.google.com/presentation/d/1djPrK1RTnFvBtI88jT_3KqCHke0bARaW/edit#slide=id.p65
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source: https://docs.google.com/presentation/d/1djPrK1RTnFvBtI88jT_3KqCHke0bARaW/edit#slide=id.p65
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source: https://docs.google.com/presentation/d/1djPrK1RTnFvBtI88jT_3KqCHke0bARaW/edit#slide=id.p65
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source: https://docs.google.com/presentation/d/1djPrK1RTnFvBtI88jT_3KqCHke0bARaW/edit#slide=id.p65
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source: https://docs.google.com/presentation/d/1djPrK1RTnFvBtI88jT_3KqCHke0bARaW/edit#slide=id.p65
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source: https://docs.google.com/presentation/d/1djPrK1RTnFvBtI88jT_3KqCHke0bARaW/edit#slide=id.p65
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source: https://docs.google.com/presentation/d/1djPrK1RTnFvBtI88jT_3KqCHke0bARaW/edit#slide=id.p65
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source: https://docs.google.com/presentation/d/1djPrK1RTnFvBtI88jT_3KqCHke0bARaW/edit#slide=id.p65
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source: https://docs.google.com/presentation/d/1djPrK1RTnFvBtI88jT_3KqCHke0bARaW/edit#slide=id.p65
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CS391R: Robot Learning (Fall 2023) 40

source: https://docs.google.com/presentation/d/1djPrK1RTnFvBtI88jT_3KqCHke0bARaW/edit#slide=id.p65
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source: https://docs.google.com/presentation/d/1djPrK1RTnFvBtI88jT_3KqCHke0bARaW/edit#slide=id.p65
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source: https://docs.google.com/presentation/d/1djPrK1RTnFvBtI88jT_3KqCHke0bARaW/edit#slide=id.p65
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source: https://docs.google.com/presentation/d/1djPrK1RTnFvBtI88jT_3KqCHke0bARaW/edit#slide=id.p65
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source: https://docs.google.com/presentation/d/1djPrK1RTnFvBtI88jT_3KqCHke0bARaW/edit#slide=id.p65
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source: https://docs.google.com/presentation/d/1djPrK1RTnFvBtI88jT_3KqCHke0bARaW/edit#slide=id.p65
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source: https://docs.google.com/presentation/d/1djPrK1RTnFvBtI88jT_3KqCHke0bARaW/edit#slide=id.p65
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source: https://docs.google.com/presentation/d/1djPrK1RTnFvBtI88jT_3KqCHke0bARaW/edit#slide=id.p65
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   place gripR stick1  grasp gripR stick2initial phase grasp baxterR stick2  grasp baxterL stick1
grasp baxterR 

redBall
place baxterR stick2 

table1

action types:
    grasp
    push
    place

push stickTip2 stickTip 
table1

push stick2 redBall table1
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source: https://docs.google.com/presentation/d/1djPrK1RTnFvBtI88jT_3KqCHke0bARaW/edit#slide=id.p65
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Huge Search Tree!



CS391R: Robot Learning (Fall 2023) 56

Experimental Setup
1-3 slides

Description of the experimental evaluation setting

❖ What is the domain(s), e.g., datasets, tasks, robot hardware setups?

❖ What are the baseline(s)?

❖ What scientific hypotheses are tested?

How did the authors evaluate the success of their approach?

❖ Clear description of the metrics that will be used
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Discussion of Results
1-2 slides

What conclusions are drawn from the results by the authors?

❖ What insights are gained from the experiments?

❖ What strengths and weaknesses of the proposed method are illustrated by the results?

Are the stated conclusions fully backed by the results and references?

❖ If so, why? (Recap the relevant supporting evidences from the given results + refs)

❖ If not, what are the additional experiments / comparisons that can further support/repudiate the 

conclusions of the paper?
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Results (Video)

Video Here
https://www.youtube.com/watch
?v=-L4tCIGXKBE
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Results
non-real-time
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Critique / Limitations / Open Issues 
1-2 slides

Not real time, could be computationally expensive depending on how much to search and how 

well optimization steps.

For each tree

What are the key limitations of the proposed approach / ideas? (e.g. does it require strong assumptions 

that are unlikely to be practical? Computationally expensive? Require a lot of data?)

Are there any practical challenges in deploying the approach on physical robots in the real world? Are 

there any safety or ethical concerns of using such approach?

If follow-up work has addressed some of these limitations, include pointers to that. But don’t limit your 

discussion only to the problems / limitations that have already been addressed.
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Critique / Limitations / Open Issues 
Efficiency:

The branching factor can be large, making search expensive.

 

“A significant portion of computation time is spent on trying to solve infeasible problems.”

Depends on hand coded action operators and the path constraints they imply

The proposed method is primarily a planner and not designed for executing the plans. 

Primitives are executive by human in reactive manner while planned solutions is not reactive

Deterministic Physics (ball example)
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Future Work for Paper / Reading
Efficient tree pruning or search strategies could be beneficial.

Early indicators or classifiers to predict infeasibility could make the solver more 

efficient.

Learning primitives from human (or reduce the set of primitives)

Other higher level planner options (LLM)
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Takeaways
Hierarchical Planning

Comparative Study with Humans

Understanding of Challenge of Physics-Based Planning

Exploit Interactions to Reduce Search Space
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Extended Readings
Integrated Task and Motion Planning
https://www.annualreviews.org/doi/pdf/10.1146/annurev-control-091420-
084139

Today’s paper

Multi-Bound Tree Search for 
Logic-Geometric Programming in 
Cooperative Manipulation Domains
https://ieeexplore-ieee-org.ezproxy.lib.utexas.edu/document/7989464

Discovery of Complex Behaviors through 
Contact-Invariant Optimization
https://dl-acm-org.ezproxy.lib.utexas.edu/doi/10.1145/2185520.2185539
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Summary
1 slide

Approximately one bullet for each of the following

❖ Problem the reading is discussing

❖ Why is it important and hard

❖ What is the key limitation of prior work

❖ What is the key insight(s) (try to do in 1-3) of the proposed work

❖ What did they demonstrate by this insight? (tighter theoretical bounds, state of the art performance on 

X, etc)
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Summary

1. Differentiable physics in TAMP

2. Hard due to nature of physical interactions. 

3. Hierarchical planning, use of modes (action phases)

4. Human-like performance (planned) on motion planning that involves 

using tools


